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EDITOR'S NOTE: 

REFLECTIONS ON IAJC AND THE 2011 JOINT 

INTERNATIONAL CONFERENCE WITH ASEE 

——————————————————————————————————————————————–———— 

Philip Weinsier, TIIJ Editor-in-Chief 

As we in higher education and industry reflect back on 

the first decade in this new millennium, we realize that the 

sharing of ideas and resources is the best way for us to cre-

ate a better future for the next generation of students, fac-

ulty, and researchers. In the competitive and tight global 

markets of the 21st century, leading companies across in-

dustry have embarked on massive reorganizations, mergers, 

partnerships, and all sorts of collaborative projects with 

their like-minded peers and rivals in order to not only sur-

vive but grow and thrive. But, as industry changes with 

time, so must academia. Conversely, as academic R&D 

efforts provide advancements in technology, so must indus-

try provide a quick turnaround from concept to market. 

However, many academic organizations, journals, and con-

ferences have been slow to adapt and provide the necessary 

platforms for the dissemination of knowledge.  

 

Beginning in 2006, the editorial board of the Interna-

tional Association of Journals and Conferences (IAJC) em-

barked on groundbreaking and unprecedented efforts to es-

tablish strategic partnerships with other major rival journals 

and organizations to share resources and offer authors a 

unique opportunity to come to one conference and publish 

their papers in a broad selection of journals representing 

interests as diverse as those of the researchers and educators 

in fields related to engineering, engineering technology, 

industrial technology, mathematics, science and teaching. 

These efforts resulted in an innovative model of joint inter-

national conferences that includes a variety of organizations 

and journals. 

 

IAJC joint and independent international conferences 

have been a great success with the main conferences being 

held in the United States and regional, simultaneous confer-

ences, in other parts of the world.  In additional to bringing 

people together at its conference venues, IAJC attracts myr-

iad journals that wish to publish the best of what its atten-

dees have to offer, thereby creating excitement in academic 

communities around the world. IAJC is a first-of-its-kind, 

pioneering organization. It is a prestigious global, multilay-

ered umbrella consortium of academic journals, confer-

ences, organizations and individuals committed to advanc-

ing excellence in all aspects of technology-related educa-

tion. 

 

Conference Statistics: A total of 285 abstracts from more 

than 100 educational institutions and companies were sub-

mitted from around the world. In the multi-level review 

process, papers are subjected to blind reviews by three or 

more highly qualified reviewers. For this conference, a total 

of 80 papers were accepted. Most of these were presented 

and are published in the conference proceedings. This re-

flects an acceptance rate of less than 30%, which is one of 

the lowest acceptance rates of any international conference.  

 

This conference was sponsored by the International As-

sociation of Journals and Conferences (IAJC), which in-

cludes 13 member journals and a number of universities and 

organizations. Other sponsors were the American Society 

for Engineering Education (ASEE) and the Institute of Elec-

trical and Electronics Engineers (IEEE). Selected papers 

from this conference will be published in one of the 13 

IAJC member journals. Organizing such broad conferences 

is a monumental task and could not be accomplished with-

out the help and support of the conference committee, the 

division/session chairs and the reviewers. Thus, we offer 

our sincerest thanks to all for their hard work and dedication 

in the development of the outstanding 2011 conference pro-

gram. We personally hope you will seek them out to thank 

them for their fine work. 



Editorial Review Board Members 
 

Listed here are the members of the IAJC International Review Board, who devoted countless hours to the review of the 

many manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise 

related to the subject matter, and a professional background in statistical tools and measures. Furthermore, revised manu-

scripts typically are returned to the same reviewers for a second review, as they already have an intimate knowledge of the 

work. So I would like to take this opportunity to thank all of the members of the review board.  

 

As we continually strive to improve upon our conferences, we are seeking dedicated individuals to join us on the planning 

committee for the next conference—scheduled for fall, 2012. Please watch for updates on our web site (www.IAJC.org) and 

contact us anytime with comments, concerns or suggestions. On behalf of the 2011 IAJC-ASEE conference committee and 

IAJC Board of Directors, we thank all of you who participated in this great conference and hope you will consider submitting 

papers in one or more areas of engineering and related technologies for future IAJC conferences. 

 

If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB 

Chair, philipw@bgsu.edu) an email to that effect. Review Board members review manuscripts in their areas of expertise for 

all three of our IAJC journals—IJME (the International Journal of Modern Engineering), IJERI (the International Journal of 

Engineering Research and Innovation), TIIJ (the Technology Interface International Journal)—and papers submitted to the 

IAJC conferences. 
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THE ASCE STUDENT CONCRETE BEAM 

 COMPETITION: A HOLISTIC LEARNING EXPERIENCE  
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Nirmal K. Das, Georgia Southern University; David C. Griggs, Plant Vogle; Mackenzie T. Rowland, Georgia Southern University;  
Donald F. Singer, Georgia Southern University; Junan Shen, Georgia Southern University  
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The paper describes the following: 

 ▪ Competition details 

 ▪ Learning aspects, and 

 ▪ Georgia Southern University team experience 

 

Competition Details 
  

This competition [1] incorporates principles of both con-

crete proportioning and structural engineering. It requires 

problem-solving and reasoning skills in order to optimize 

the design and construction of an unreinforced concrete 

beam with special dimensional and material constraints. Up 

to 30 points are awarded to each team based on (1) sustain-

ability, (2) weight, and (3) flexural strength of its submitted 

beam. The weight and flexural strength reflect structural 

efficiency. The flexural strength is determined using a 

modified version of a standard flexural test. Sustainability, 

an increasingly common requirement in concrete mixture 

design, is evaluated based on the concrete‘s constituent ma-

terials and their proportions.  

 

Required Dimensions and Features 
 

The external dimensions for the beam shall be 

5‖wx6‖hx20‖l with a tolerance of ± ¼ inches on each of 

these dimensions. The outer 6‖ x 5‖ surfaces are referred to 

hereafter as the ends of the beam.  

 

The beam shall have one hole along which a 40-mm-

diameter ping pong ball can pass unobstructed from one 

beam end to the other. This hole shall have a centerline 

length of at least 19¾ inches and open only on the ends of 

the beam. All surfaces of the beam, including all hole sur-

faces, shall be free of any non-concrete debris at time of 

submittal. Failure to satisfy these dimensional requirements 

will result in disqualification from the competition.  

 

Concrete Raw Material Requirements  
 

Only materials listed below conforming to the corre-

sponding ASTM specifications are allowed to be used in the 

concrete of the submitted beam: 

 

 

Abstract 
 

In spring 2010, a new event called Concrete Beam Com-

petition was included in the American Society of Civil En-

gineers (ASCE) Southeast Regional Student Conference 

held at Auburn University, Alabama. About 18 schools par-

ticipated in the event. The competition‘s purpose is to de-

sign a 5‖wx6‖hx20‖l beam having a hollow center large 

enough for a ping-pong ball to pass through, with the high-

est flexural strength and the lowest weight. This interesting 

and challenging event provided a unique learning experi-

ence for the civil engineering and civil engineering technol-

ogy majors, as it encompasses several important aspects of 

civil engineering—mechanics of materials, reinforced con-

crete design and sustainability—so that students can clearly 

see actual applications of the theories they learn in different 

courses.  

 

Introduction 
 

In the spring of 2010, a new event called Concrete Beam 

Competition was included in the American Society of Civil 

Engineers (ASCE) Southeast Regional Student Conference 

held at Auburn University, Alabama. About 18 schools par-

ticipated in the event. As the name indicates, this competi-

tion is about testing concrete beams, but these are not typi-

cal beams. The most significant difference lies in the restric-

tion imposed that no reinforcement can be used in the beam. 

In addition, the beam must be hollow. Also, other restric-

tions apply with respect to the aggregates that can be used. 

With all these stipulations to be adhered to, the challenging 

goal is to design a beam of given dimensions made of cer-

tain types of ingredients (with limits on quantities for 

some), and with no reinforcement, to resist the largest trans-

verse load.  

 

This interesting and challenging event provided a unique 

learning experience for the civil engineering and civil engi-

neering technology majors, as it encompasses several im-

portant aspects of civil engineering – structural mechanics, 

properties and behavior of Portland cement concrete, and 

sustainability so that students can clearly see actual applica-

tions of the theories they learn in different courses.  
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Portland cement (ASTM C 150)  

Fly ash (ASTM C 618)  

Slag cement (ASTM C 989)  

Chemical admixtures (ASTM C 494 or ASTM C 260)  

Coarse aggregate - No. 67 or No. 57 gradation (ASTM C 

33) [A minimum of 30% coarse aggregate by volume of 

concrete is permitted] 

Fine aggregate (ASTM C 33)  

 

Any source of potable water is allowed. No fibers, coatings, 

or any forms of reinforcement are permitted. 

 

Sustainability  
 

Teams are awarded points based on the overall sustain-

ability of their concrete mixture. Up to 10 points are 

awarded for this category.  

 

Fly Ash Use (percent by weight of total cementitious mate-

rial):  

15% ≤ Fly ash content < 30% = 2 points  

30% ≤ Fly ash content < 50% = 3 points  

Fly ash content ≥ 50% = 4 points  

 

Slag Cement Use (percent by weight of total cementitious 

material):  

20% ≤ Slag cement content < 40% = 2 points  

40% ≤ Slag cement content < 60% = 3 points  

Slag cement content ≥ 60% = 4 points  

 

Portland Cement Use:  

Portland cement content < 188 pcy = 4 

points  

188 pcy ≤ Portland cement content < 282 pcy = 3 

points  

282 pcy ≤ Portland cement content ≤ 376 pcy = 2 

points  

 

Recycled Aggregate Use (percent by volume of total aggre-

gate content):  

To qualify as recycled aggregate for the purpose of this 

competition, aggregate shall be produced from construction 

or demolition waste of a real-world facility. Recycled aggre-

gate may not be manufactured by competitors by making 

concrete for the specific use of recycling it for this competi-

tion.  

25% ≤ Recycled aggregate content < 50% = 2 points  

Recycled aggregate content ≥ 50% = 4 points  

 

Beam Weight  
 

Teams are awarded points based on the overall weight of 

their beam. Up to 10 points are awarded for this category. 

Each beam‘s weight is determined using a scale with accu-

racy to 0.1 lb. The team with the lowest beam weight is 

awarded 10 points. The team with the highest beam weight 

is awarded 1 point. All other points are determined using 

Equation (1) and rounded to the nearest tenth of a point. 

where W = team‘s beam weight, L = lowest weight and H = 

highest weight. 

 

Beam Flexural Strength 
 

The beam flexural strength is determined in accordance 

with ASTM C78 [2] specification. The test setup is shown 

in Figure 1. Load is applied perpendicularly to the length of 

the beam at a rate between 1,500 and 2,100 pounds per min-

ute until failure occurs. The load that causes flexural failure 

of the beam is recorded to the nearest pound. 

Figure 1. Flexural Strength Test Setup 

(adapted from ASTM C 78 2008) 

 

In this category, a team can achieve a maximum of 10 

points. The team with the highest beam failure load is 

awarded 10 points. The team with the lowest beam failure 

load (of all beams tested) is awarded 1 point. All other 

strength points are determined using Equations (2) and (3) 

and are rounded to the nearest tenth of a point.  

where P = team‘s beam failure load, Pmin = lowest load, and 

Pmax = highest load 



——————————————————————————————————————————————–———— 

 

Sustainability, strength, and weight of each beam are 

considered. Points are awarded in these categories as speci-

fied in previous sections. The points awarded in these cate-

gories are summed to obtain each team‘s total points for this 

competition. The team with the most total points wins this 

competition.  

 

Learning Aspects 
 

The important lessons to be learned from this competi-

tion event are related to (a) behavior of unreinforced con-

crete beams under transverse load and the effects of mix 

proportions on the beam‘s behavior, and (b) the mechanics 

of materials concept related to flexure, e.g., effects of neu-

tral axis location and moment of inertia on flexural stresses. 

As the concrete beam is unreinforced, it will fail in a brittle 

manner, as soon as the maximum moment reaches the 

beam‘s cracking moment (Mcr) obtained from Equation (4), 

which is Equation (9-9) of ACI 318 [3] 

where 

 fr = modulus of rupture of concrete (i.e. tensile 

strength of concrete in flexure)  

 Ig = gross moment of inertia of the beam cross-

section, and 

 yt = distance from the neutral axis to the extreme 

tension fiber of the beam cross-section 

 

The modulus of rupture (fr) of normal-weight concrete is 

given by Equation (5) which is Equation (9-10) of ACI 318 

Building Code [3] 

where fc
‘ = 28-day compressive strength of concrete. 

 

For light-weight concrete, the modulus of rupture value 

needs to be modified using a multiplier. Several different 

concrete mix-proportions need to be tried to obtain an opti-

mum value of concrete compressive strength, hence an opti-

mum value of the modulus of rupture. 

  

It is common knowledge that concrete is very strong in 

compression, but quite weak in tension. An unreinforced 

concrete beam will behave elastically under applied trans-

verse load, and will fail in a brittle manner once the load 

becomes large enough to cause the maximum tensile stress 

to reach the modulus of rupture value. So, the maximum 

tensile stress due to flexure must be kept low, which means 

the yt value must be minimized, while maximizing the gross 

moment of inertia, Ig. In order to minimize the yt value, the 

centroid (through which the neutral axis passes) of the beam 

cross-section needs to be positioned as low as possible – 

this necessitates that the hole in the beam has to be placed 

not at the center of the cross-section but instead somewhat 

higher. Also, the use of recycled aggregates and fly ash in 

making concrete instills an awareness of the importance of 

sustainability and environmentally friendly design and con-

struction.  

 

Georgia Southern University Team 

Experience 
 

The Georgia Southern University team understood that 

the two main ways to reduce weight of the beam included 

increasing the size of the cross-sectional void and creating 

the lightest concrete mix. 

 

The team experimented with several different mix de-

signs to find the lightest one with the highest strength. Dif-

ferent gradations of aggregates as well as the w/c (water/

cement) ratio were tried to find the best mix to meet the 

requirements. In order to do this correctly, they started with 

finding the gradation of the coarse and fine aggregates. Us-

ing this information, they then analyzed the different coarse 

aggregates to determine which should be used in the mix. 

They also experimented on the percent of additives to in-

crease workability and strength. They made many samples 

per mix and tested each one at 7-day and 28-day strengths. 

They used two different shapes to test the strength—the 

beam for flexural strength and cylinders for compressive 

strength (see Figures 2 and 3).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Beam and Cylinder Specimens Being Cured at 

GSU 

——————————————————————————————————————————————————- 
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Figure 3. One of Several Hollow Beams Cast at GSU 

 

In their final design, they implemented the use of recy-

cled aggregates to address the sustainability part of the 

competition. The percentage of recycled aggregates used 

was 60% of the total aggregates distributed between fine 

and coarse aggregates. The final mix design was 1 part 

cement with 16.5% Fly Ash and 60% Slag, 1.41 parts 

coarse aggregate, 2.53 parts fine aggregate and .28 parts 

water. The team used 10.5 mL of Super Plasticizer and 

118.25 mL accelerant. 

 

The Georgia Southern team was one of 18 participants 

at this competition event (see Figure 4), and performed 

quite well in the competition. The load at which their 

beam failed was 9120 pounds, the second highest load in 

the competition (see Figure 5). The team won second 

place with a total score of 24.1 out of a maximum 30 

points. The first-place winner scored 24.8 out of 30. 

 

Summary 
 

The Concrete Beam Competition at the 2010 ASCE 

Southeast Regional Student Conference is discussed in 

this paper. The competition‘s purpose is to design a 

5‖wx6‖hx20‖l beam having a hollow center large enough 

for a ping pong ball to pass through, with the highest flex-

ural strength and the lowest weight. This interesting and 

challenging event provided a unique learning experience 

for the civil engineering and civil engineering technology 

majors, as it encompasses several important aspects of 

civil engineering—mechanics of materials, reinforced 

concrete design and sustainability—so that students can 

clearly see actual applications of the theories they learn in 

different courses. 

 

Figure 4. GSU Beam Dimensions Being Checked at the Com-

petition 

Figure 5. Display of Failure Load (9,120 lb.) for GSU Team’s 

Beam at the Competition 
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Abstract  
 

In digital transmission systems, jitter is a very important 

but less well-known phenomenon. With the clock frequency 

in digital systems becoming higher and higher, the jitter 

impact is more and more severe. It is urgent to measure jit-

ter accurately. This paper introduces the concept of jitter 

and the effect it has on digital systems. The corresponding 

international standard, from the International Telecommuni-

cation Union (ITU), on jitter is also introduced. A scheme 

will then be proposed to measure the jitter of a fixed-

frequency (2.048 MHz) PLL clock signal. This scheme uses 

digital methods with DSP as the core. It also employs CPLD 

in its implementation. This method has the advantage of 

being simple, cost effective and, at the same time, easy to 

implement. 

 

Introduction 
 

In the past decade, jitter has become a very important 

parameter to describe the quality of clock-pulse signals. In 

digital systems, clock frequencies have become higher and 

higher. With this increase in clock frequency, tiny changes 

in rising or falling edges will have a bigger impact on sys-

tem performance, such as the integrity of the data, setup and 

hold time of the data. The concept of jitter is described in 

the JEDEC Standard No.65 (EIA/JESD 65). It is described 

as ―the shift of the controlled or affected edge in respect to 

its normal position‖. IEEE and ITU have similar definitions 

for jitter: ―The short-term variations of the significant in-

stances of a digital signal from their ideal positions in time 

(where short-term implies these variations are of frequency 

greater than or equal to 10Hz)‖ [1]. This means that jitter is 

an unwanted phase modulation to the original digital signal. 

The frequency of the change of the phase is defined as 

―jitter frequency‖, as shown in Figures 1 and 2. 

 

When talking about jitter, one must consider a closely 

related concept, ―wander‖. The definition of wander is:  

―The long-term variations of the significant instances of a 

digital signal from their ideal position in time‖, where long-

term implies that these variations are of frequencies less 

than 10Hz [1]. In other words, wander is a very slow drift of 

the clock from its original value. Figure 3 shows the differ-

ence between jitter and wander in terms of frequency. 

 

Jitter can be classified as ―systematic jitter‖ or ―random 

jitter‖. Systematic jitter results from misaligned timing re-

covery circuits in signal regenerating devices or from inter-

symbol interference and amplitude-to-phase conversion 

caused by imperfect cable equalization. Systematic jitter 

depends on the system itself. Random jitter originates from 

internal or external interfering signals such as repeater 

noise, crosstalk or reflections. Random jitter is independent 

of the transmitted pattern [2]. 

Figure 1. Illustration of Jitter and Jitter Frequency [3] 

 

Figure 2. Another Illustration of Jitter 

Figure 3. Jitter vs. Wander [3] 
 

Jitter may deteriorate the transmission performance of a 

digital circuit. As a result of signal displacement from its 

ideal position in time, errors may be introduced into the 
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digital bit stream at points of signal regenerations. Slips 

may be introduced into digital signals resulting from either 

data overflow or depletion in digital equipment incorporat-

ing buffer stores and phase comparators. In addition, phase 

modulation of the reconstructed samples in digital-to-

analogue conversion devices may result in degradation of 

the decoded analogue signals. This is more likely to be a 

problem when transmitting encoded wide-band signal. 

 

Measuring Jitter 
 

To measure jitter, it is necessary to use jitter measuring 

devices. Jitter measuring devices are specialized telecom-

munication measuring devices. Examples of general meas-

uring devices include voltmeters, power meters, spectrum 

analyzers and noise meters. The requirements for general 

measuring devices are frequency range, signal waveform, 

dynamic range, ease of use, etc. For jitter measuring de-

vices, besides the above requirements, there are some spe-

cial requirements. Because in telecommunication systems, 

different communication equipment supporting devices are 

inter-connected. Therefore, measuring devices have to meet 

a uniform standard. The International Telecommunication 

Union (ITU) has set a series of standards for communication 

measuring equipment manufacturers. As one of these tele-

communication devices, jitter measuring devices have to 

comply with the international standards. 

 

The international standards related to measuring jitter are 

ITU-T.O171 and ITU-T.O172. The former is used to meas-

ure the jitter in Plesiochronous Digital Hierarchy (PDH) 

digital systems. The latter is used to measure the jitter in 

Synchronized Digital Hierarchy (SDH) digital systems. 

Other related standards are ITU-T G.823, ITU-T G.824, 

which regulate the corresponding parameters and values in 

jitter measuring devices in 2048 kbit/s and 144 kbit/s PDH 

systems, respectively. 

 

There are many different ways to measure jitter. An eye 

diagram provides the most fundamental, intuitive view of 

jitter. It is a composite view of all the bit periods of a cap-

tured waveform superimposed upon each other. In other 

words, the waveform trajectory from the start of period 2 to 

the start of period 3 is overlaid on the trajectory from the 

start of period 1 to the start of period 2, and so on, for all bit 

periods [4]. Shown in Figure 4 is an idealized eye diagram 

with very smooth and symmetrical transitions at the left and 

right crossing points. The eye shape will include systematic 

as well as random jitters. It also can display the time during 

which the signal can be considered effective. From this eye 

diagram, it is possible to judge how large the jitter is but not 

the quantitative parameters of jitter, such as jitter frequency 

and amplitude. 

Figure 4. Eye Diagram 

 

In industry, because of the rarity of jitter measuring de-

vices, innovative measurement solutions using general 

measuring equipment, such as digitizing oscilloscopes, logic 

analyzers, real-time spectrum analyzers, time-domain re-

flectometers, signal generators, high-fidelity probes and 

analysis software, have emerged to help deal with jitter 

measurement. High-speed, real-time digital storage oscillo-

scopes (DSOs) are the most versatile, flexible and com-

monly used instruments for jitter analysis [5]. On the Tek-

tronix website, the following Q&A shows how to use Tek-

tronix waveform monitors to measure jitter: [6] 

 

Q. How do Tektronix waveform monitors measure jit-

ter and why does it disagree with an oscilloscope? 

 

A. The WFM700, WFM7000 and WVR7000 series 

instruments measure jitter using a phase demodula-

tion method whereby the clock is extracted from 

the SDI deserializer and is compared against an 

internally generated stable clock signal. A peak 

detector is then used to measure the actual jitter 

value. 

 

Most oscilloscopes use a method where the serial signal 

is sampled and measurements of jitter are made directly 

from that samples eye pattern. These two approaches can 

sometimes result in slightly different jitter measurements 

however the SMPTE standards for measuring jitter in SDI 

signals specify the use of the phase demodulation method 

described above and implemented in our waveform moni-

tors. (See Figure 5) 

 

Although these aforementioned methods can measure 

jitter, the problem with these methods is their high cost.  
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MEASURING CLOCK SIGNAL JITTER                                                                                                                                             11          



——————————————————————————————————————————————–———— 

——————————————————————————————————————————————–———— 

12                                  TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL | VOLUME 11, NUMBER 2, SPRING/SUMMER 2011 

  
Figure 5. Block Diagram for Measuring Jitter [7] 

 

Most of them use expensive, general-purpose high-

resolution measurement devices. In this paper, the authors 

propose a simple and cost-effective method to measure jit-

ter. The main goal of this digital method is to get the exact 

time for each period of the clock signal. Then, digital-

processing methods can be used to extract information such 

as jitter amplitude and jitter frequency from these data. 

  

DSP-based Jitter Measuring Scheme 
 

The rest of this paper will deal with a digital jitter meas-

uring method using a Digital Signal Processor (DSP). The 

measured PLL clock signal was 2.048 MHz. Figure 6 is the 

block diagram of the design. The main design concept was 

to get an accurate time in each period and then, using digital 

signal processing methods, process the data. In order to get 

the exact time, a 100 MHz clock was used as a counter 

clock signal in each period. But using a 100 MHz clock 

signal, it was only possible to get a time resolution of 10 ns. 

In order to improve the time resolution and, thus, to im-

prove the measurement of jitter, the error pulses generated 

by the 100 MHz clock signal and the 2 MHz signal were 

expanded to K times wider, then the 100 MHz clock was 

used again to count the expanded error pulse. Thus, if K is 

10, the time resolution can be improved to 1 ns. It can be 

seen that the design has the following blocks: Counter mod-

ule, pulsewave expansion module, data storage module and 

data processing module. Except for the pulsewave expan-

sion module, which was an analog circuit, the rest were 

digital circuits. 

Figure 6. Block Diagram 
 

 

In the following sections, each module is described in detail. 

 

Counter Module 
 

The functions of the counter module are as follows: 

● This module is used to count the number for the 2 

MHz in each period. 

● It is also used to generate error signals. The error 

signal is generated when the 100 MHz signal is used 

to count the 2 MHz signal. 

● It is used to count the expanded error signal. 

● Generate the interfacing signals such WR, Clk_En 

for the data storage module. 

● The counter values are outputted using an 8-bit data 

bus to the data storage module. 

● This module is implemented using XC95108 by Xil-

inx. XC9108 is a CPLD, which is good for the design 

of digital circuits. 

 

Figure 7 shows the corresponding waveforms in the counter 

module. 

 

A. The 2.048 MHz PLL clock signal, which needs to be 

measured. 

B. The 1 MHz pulsewave after frequency division by 2 

C. The inverting waveform of (B) 

D. 100 MHz clock signal for the counter 

E. The error pulse generated at the rising edge when (B) 

waveform is counted using 100 Mhz 

F. The error pulse generated at the falling edge when 

(C) waveform is counted using 100MHz 

G. The expanded waveform of (E) 

H. The expanded waveform of (F) 

 

In the counter module, the 100 MHz clock signal counts 

the four signal channels, B, C, G, and H. Thus, there are 

four 8-bit counters in this module. The counter will start 

counting the B waveform when it is a logical high such as 

during T1 and T5. Similarly, the counter will start counting 

the G waveform during T2 and T6, C waveform during T3 

and T7, H waveform during T4 and T8. Basically, when the 

signal is a logical high, the counter starts, while the signal is 

a logical low, the counter holds the value. Since it is possi-

ble to control how wide the error pulse is to be expanded, it 

is also possible to control the time during which G and H 

are a logical high and when B and C are a logical high. The 

module will output the counting values in the order of T1, 

T2, T3, T4, T5, T6, T7, T8…….They use one 8-bit data bus 

by time division to output to the data storage module. 
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Figure 7. Waveforms of Counter Module 
 

Error-pulse Expansion Module 
 

The error-pulse expansion module is used to increase the 

accuracy of the measurement. The principle of error-pulse 

expansion is using two LM234, which can act as current 

sources. One is used to charge a capacitor and the other is 

used to discharge the same capacitor, which will generate a 

charging and discharging waveform. The charging time is 

controlled by the error pulse. The generated waveform then 

is converted to a pulse waveform. The time of pulse will be 

K times that of the error pulse. Figure 8 shows the diagram 

of the pulse-expansion circuit. The MAX913 is a compara-

tor. The 2SC3357 is high-frequency transistor with a work-

ing range of 1 GHz. 

 

The following is how the circuit works: 

■ When there‘s no error pulse 

 The current source will charge capacitor C1 with 

current I2 (I2=0.1mA). Because of the parallel Zener 

diode, the maximum charge voltage will be 4V. 

 The transistor, Q2, is in the on state, so it provides a 

route to the current source. Because if there is no 

such route, then it takes several ns for the current 

source to reach the steady state, then it makes it im-

possible to be able to expand the error pulse, which is 

only several ns long. 

■ When the error pulse comes 

 Now the transistor is in on state and capacitor C1 will 

discharge through current source I1. But since I2 is 

still charging capacitor C1, the real discharging cur-

rent is I1-I2. 

Figure 8. Diagram of Error-pulse Expansion 
 

The following figure shows the waveforms at different 

points. 

(a) The voltage across C1 

(b) The input error pulse to the base of transistor Q1 

(c) The expanded error pulse. 

 

In the (B) waveform in Figure 9, 10ns is added to the 

front of the error pulse. The reason for adding 10 ns is be-

cause in the charging and discharging circuit, the beginning 

stage is not exactly linear. This area should be avoided by 

adding 10 ns to the error pulse. The selection of Vref also 

depends on the added 10 ns pulse. In the debugging state, 

one can generate a pulse equal to 10 ns. The reference volt-

age, Vref, should be the minimum voltage in waveform (A). 

There will be no output voltage at this moment. The output 

of the comparator will be the expanded error pulse. 

 

The expansion factor is: 

The selection of the capacitor will satisfy that the 20ns 

error pulse will make the voltage change about 2V. The 

currents of I1 and I2 can be controlled by R3 and R6, re-

spectively. 
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Figure 9. Waveforms for Pulse Expansion 
 

Data Storage Module 
 

The data storage module is used as a buffer to store the 

data from this counter module. A FIFO IDT 72230 is used 

to do this. IDT72230 has 2K×8 storage space. When it is 

full, the FF (Full Flag) will send an interrupt request signal 

to the data processing module. 

 

Data Processing Module 
 

The core of the data processing module is a DSP 

TMS320F206 [8]. This module is used to process the data 

from counters and output the measurement of the jitter. The 

interrupt from the FIFO is used to trigger an interrupt ser-

vice routine to read out 2K data from the FIFO. The other 

external communication DSP is through an RS 232 cable. 

 

The following explains the algorithm in the data process-

ing module. The method to measure jitter is to get the exact 

value in each period of the clock signal. In order to get the 

exact value, three data from the counter module are needed. 

From Figure 6, t1, t2, t3, t4… represent the time for each 

period (ns), T1, T2, T3, T4….T8 represent the counter value 

using a 100 MHz clock signal. From Figure 6, it can be 

seen: 

 

Since 

This can be extrapolated to the following equation. 

Next, the accuracy of the scheme will be analyzed. 

 

First we have the following three assumptions: 

(1) The accuracy of the 100MHz clock signal is high 

enough. In other words, error will not be intro-

duced by the 100 MHz crystal. In fact, the 100 

MHz crystal clock can reach the 4th digit after the 

decimal point. 

(2) After frequency division of the 1MHz signal and 

its inverting signal, the edges are in line with each 

other. There‘s no time delay. This can also be met 

by putting time-delay buffers in the CPLD design. 

(3) The linearity of the error-pulse expansion circuit is 

good enough. This is being satisfied by choosing 

the right working region for the charging and dis-

charging circuit. 

 

Next, use error-pulse expansion K=20, for example, to 

analyze the error of the jitter measuring circuit. When the 

error pulse is 0.5ns, the expanded pulse will be 10ns. Sup-

pose when the error pulse is between 10ns and 20ns, the 

counter value will be 1. 

 

when 

 

 

 

The counter value is N; thus, the maximum error gener-

ated by this jitter measuring scheme is 0.5 ns. If the error 

pulse expansion circuit is not used, the maximum error will 

be 10 ns. From the above discussion, it can be seen that er-

ror-pulse expansion is a crucial part of the design. 

 

Results 
 

The following is the result of sinusoidal modulated jitter 

on the 2.048MHz clock signal. The values represent the 

time of each period in ns. 
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467463  460.5 461 464.5  469  …….499.5  503  507 511.5  

514   518  515.5  510      507…….468.5       462.5    

459……463.5  467  471…… 

 

From the data above, it can be seen that the period of the 

2 MHz clock signal has local peak values, shown in bold 

fonts. The jitter is sinusoidaly modulated. The frequency of 

the jitter can be obtained from the data. Jitter in each period 

is the absolute difference of the actual time with 488 (1 UI). 

In a practical case, the jitter is random. Then, one needs to 

get the spectrum and the amplitude of the jitter for different 

frequencies. 

 

The following table shows when the frequency of the 

clock signal changes, the measured maximum and minimum 

times for each period will also change. The signal used is 

not modulated with sinusoidal signals. It is just the output 

from the function generator (Model: SFG-2120, 20 MHz 

DDS). 

 
Table 1. Results 

 

From the results above, it can be seen that the DSP-

based jitter measurement scheme works for 2.048 MHz 

pulse clock signals. With an error-pulse expansion module, 

the accuracy of the measurement is greatly improved. 

 

Conclusion and Future Work 
 

In summary, this paper presents a feasible jitter measur-

ing scheme based on DSP. Using an error-pulse expansion 

circuit is an innovative way to improving jitter accuracy. 

Compared with jitter measuring using expensive digital 

oscilloscopes or waveform monitors, the proposed method 

is easy to implement and cost effective. It can be developed 

into a specialized jitter measuring device in the future. 
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Abstract  
 

This initial study was conducted in order to investigate 

the effects of gender on visualization and problem solving. 

The participants were 47 students enrolled in two different 

solid modeling classes at Southeast Missouri State Univer-

sity. There were 13 females and 34 males that participated 

in the study. The control group was comprised of 23 stu-

dents of which six were female and the experimental group 

consisted of 24 students of which seven were female.  

 

The study was a posttest only design that used the Pur-

due Spatial-Visualization Test-Visualization of Rotations 

(PSVT-R) to measure the students‘ spatial-visualization 

skills. Logistic regression was used to determine if there 

were gender differences and if utilizing solid modeling soft-

ware offset any hypothesized differences. Both groups were 

given a problem which required them to design and con-

struct a prototype of their solution. The control group used 

sketching as their design method and the experimental 

group used solid modeling software to design their solu-

tions. The prototype was evaluated to determine if it met the 

design requirements and scored as either successful or un-

successful. 

 

The findings revealed that there was no significant dif-

ference between the males and females in this study 

(p=.069). Because there was no significant difference be-

tween their visualization scores, there were also no differ-

ences in how visualization affected their problem-solving 

ability (p=.98). Thus, for this study, it was found that the 

spatial visualization of the males and females did not differ 

and that the use of solid-modeling software for this design 

problem did not offset any hypothesized differences.  

 

Introduction 
 

Problem solving and spatial visualization are both areas 

of critical importance to technology and engineering educa-

tors. Spatial visualization has been identified as one of the 

most important skills related to engineering and technical 

graphics [1]. Devon et al. [2] state that ―Spatial visualization 

skills are an important component of engineering because of 

their direct relationship to the graphical communication 

associated with design‖ (p.4). Strong spatial-visualization 

skills have been shown to correlate to success, achievement, 

and retention in engineering programs and success in 

mathematics [3]. In problem solving, a mental model must 

first be created and, regardless of the representation, that 

mental construction is the ―most important for problem 

solving…problem solving requires some activity-based ma-

nipulation of the problem space‖ according to Jonassen [4]. 

Previous research points out that there are often differences 

in visualization skills of males and females. Males, as a 

whole, tend to have higher visualization scores [5]. 

 

Technology education has placed great emphasis on 

problem solving, yet little is known about how individuals 

approach solving problems and what skills or tools are 

needed to better solve problems. There are no standardized 

instruments for measuring problem-solving ability. As more 

females enter into technology fields, more information is 

needed to determine if differences in visualization and prob-

lem solving exist and how to overcome those differences 

and what tools and techniques are needed to do so. The po-

tential exists for students to be able to better visualize prob-

lems when designing with 3D representation. Research 

dealing with assembling objects shows that students tend to 

do better when they can view a physical or 3D object as 

opposed to 2D drawings [6]. Few dispute the importance of 

being able to solve problems, but more information and 

research is needed on how individuals solve problems and 

what methods, instruction, and experiences can improve this 

ability. The potential of gender differences needs to be in-

vestigated with the significant emphasis on problem solving 

and the crucial role that visualization plays in problem solv-

ing. 

 

The purpose of this study was to determine if there are 

differences in the visualization and problem-solving abili-

ties of male and female technology students and, if differ-

ences exist, does the use of solid modeling offset those dif-

ferences.  

  

Research Questions: 

RQ1. Do the spatial-visualization abilities of male and 

female technology students differ? 

THE EFFECTS OF GENDER ON VISUALIZATION AND 

TECHNICAL PROBLEM SOLVING IN TECHNOLOGY 

STUDENTS  
——————————————————————————————————————————————–———— 
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RQ2. Are there differences between how males‘ and fe-

males‘ visualization skills affect their problem solv-

ing ability? 

RQ3. Does the use of 3D modeling software offsets po-

tential gender differences in spatial-visualization 

ability?  

 

The knowledge gained from this study can benefit both 

educators and students who focus on problem solving and 

visualization. Determining if gender differences exist can 

influence how educators teach problem solving and the im-

portance of developing strong visualization skills. Informa-

tion gained in this research can also provide insight on the 

role solid modeling plays on visualization and the problem-

solving process.  

 

Review of Literature 
 

Spatial Visualization 
 

The term visualization is often used in many different 

ways, so it is often difficult to understand or interpret the 

true intent of its use. Visualization research from the late 

1800‘s to the 1970‘s identified two major factors that ap-

peared from several factorial analyses: spatial visualization 

and spatial orientation [3], [7]. McGee [3] defined spatial 

visualization as ―an ability to mentally manipulate, rotate, 

twist, or invert pictorially presented visual stimuli‖ (p.3) 

and that spatial visualization involves recognition, retention, 

and recall. Guilford and Lacey, as cited by Mack [8], define 

spatial visualization as the ability to imagine the rotation of 

depicted objects, the folding or unfolding of flat patterns, 

the relative changes in position of an object in space, or the 

motion of machinery. Stated somewhat differently by Smith 

and Strong [7], ―spatial visualization is the ability to ma-

nipulate an object in an imaginary 3-D space and create a 

new representation of the object from a new view-

point‖ (p.2). McGee [3] states that spatial orientation 

―involves the comprehension of the arrangement of ele-

ments within a visual stimulus pattern, the aptitude for re-

maining unconfused by the changing orientations in which a 

configuration may be presented…‖ (p.4). 

 

Visualization was not thought of as a reflection or meas-

urement of intelligence and until recently had not received 

the same emphasis as verbal skills. Spatial visualization and 

spatial orientation are shown to be more highly correlated 

with technical, vocational, mathematical, and occupational 

domains than verbal ability [1], [4], [5]. Research supports 

the idea that visualization can be learned and improved 

through practice. Gillespie [1] studied the effects of tutorials 

for teaching solid modeling on visualization. His quasi-

experiment examined students enrolled in an engineering 

graphics course at the University of Idaho. Sixty seven par-

ticipants, 41 of whom completed the study, were divided 

into three groups. Each group was pretested using three 

tests: a mental rotations test; a paper folding test; and a ro-

tated-block test. The rotated-block instrument was devel-

oped by Gillespie and is similar to the Purdue Spatial-

Visualization Test-Visualization of Rotations (PSVT-R) 

[20] used for this study. One group was treated with ten 

weeks of seventeen modules on solid modeling. The two 

control groups received traditional 2D graphics instruction. 

All groups improved their scores from pretest to posttest, 

and the treatment group improved significantly over the two 

control groups. Since Gillespie‘s study in 1995, solid-

modeling technology and software has changed a great deal. 

The software at that time typically involved the use of wire-

frames, Boolean operations and, oftentimes confusing 

movement of a user coordinate systems (UCS) icon. Kur-

land [8] contends that modern solid-modeling software is 

simpler and more efficient to use. The images are more real-

istic with rendered representations. This makes visualization 

easier and accelerates or improves the advantages of using 

solid modeling [2]. 

 

Gender Differences of Spatial 

Visualization 
 

The use of solid-modeling curriculum is an effective 

way to close the gender gap in spatial-visualization skills 

[2]. Several studies found that differences exist in the spatial

-visualization abilities of males and females [1-3], [9]. Stud-

ies of younger children showed little or no spatial-

visualization differences between males and females prior to 

puberty. After puberty, significantly different levels were 

evident, with males having a higher ability. In studies where 

differences were evident, males typically had stronger visu-

alization skills [2], [3] and there were no significant gender 

differences reported when the Fall and Spring semesters 

were examined separately. The sections that received exten-

sive solid modeling showed clear gender differences. Possi-

ble reasons given for this by the researchers, besides the 

effects of solid modeling, include: 1) there were more fe-

males in those groups, and 2) the lower pretest scores of the 

females made for larger gains than many of the males. In 

Gillespie‘s study [1], gender differences were found to be 

significant at the .10 level, but this finding was not consis-

tent with many previous studies. He found that the females 

had higher spatial-visualization scores. Possible reasons for 

this were that the small number of females (5), may not 

have been a representative sample, and one female had ex-

ceptional gains, which skewed the results. 
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Whether or not current 3D software can affect or offset 

these differences remains to be determined. The software 

has evolved to the point that making and testing 3D models 

is much easier than it had been in the past few years. The 

ability to capture and create a model three dimensionally, 

while working toward a specific problem goal, may affect 

or lesson the cognitive load on an individual. This reduction 

on cognitive load could possibly offset gender differences 

that are related to problem solving and may help with visu-

alization as well. 

 

Problem Solving and Design 
 

Problem solving is important to technology educators 

because they are trying to get students to problem solve as a 

means of doing. McCormick [10] states that research 

―shows that action affects thinking, and thinking affects 

action.‖ (p. 23). Students need to be able to think and act on 

the problems they face and react to the changes they en-

counter. He also contends that problem solving is the most 

important procedural knowledge that occurs in technologi-

cal activity. Jonassen [11] states that ―problem solving is at 

the heart of practice in the everyday and professional con-

texts.…every secondary and tertiary education course 

should require students to solve problems‖ (p.362). An im-

portant question is whether or not there are differences be-

tween males and females related to problem solving.  

 

Little research related to gender differences and techni-

cal problem solving has been conducted. Several studies 

related to mathematical problem solving report that there 

are gender differences. Males typically outperform females 

in many of the studies. Zhu [5] points out that there are 

many hypothesized reasons for this such as cognitive abili-

ties, spatial abilities, verbal abilities, biological factors, and 

environmental factors. From a technology standpoint, we 

often utilize design as one form of problem solving.  

 

Problem solving and design are often used interchangea-

bly. McCade [12] argues that this is too limiting because 

problem solving often involves much more than just design; 

designing is a type of proactive problem solving. The ma-

jority of the design in most classrooms is new product de-

sign. New product design is only a small portion of the de-

sign that is conducted in real-world situations. Most designs 

require some form of troubleshooting in their development, 

but troubleshooting can also be a separate component of 

dealing with existing artifacts and systems. 

 

Components of a Problem. Problem solving is the process 

of seeking feasible solutions to a problem [13]. There are 

only two critical parts of a problem: 1) an unknown entity in 

some state; and 2) finding the solution must have some 

benefit socially, culturally, or intellectually [4]. The basic 

unit in problem solving is an action and, if more than one 

solution is available for a certain problem state, a decision 

has to be made [14]. That decision can be based on learned 

knowledge, biases, ―lookahead‖, or a combination of these 

factors.  

 

Technical Problem Solving. Childress [15] defines technical 

problem solving as: 

The problem solving process… combined with 

the processes of technology in engineering, archi-

tecture, industrial workshops, research and devel-

opment laboratories, the home, the office, and 

field, etc., and certainly the technology education 

laboratory. The processes of technology em-

ployed to solve problems of human need or want 

characterize this method. (p.94) 

 

McCade [12] defines technical problem solving similarly 

but further divides it into three categories: design, trouble-

shooting, and technology assessment.  

 

External Representations and Problem Solving. Problem 

solving is a basic component of many technological design 

tasks. Problem solving and technical design are both being 

used in many technology and engineering technology 

classes to promote technological literacy and prepare stu-

dents for future design challenges that they may face. An 

important aspect of being able to solve technical design 

problems is being able to visualize objects in different ori-

entations and possible solutions to problems. External repre-

sentations are a crucial part of many problem-solving activi-

ties, particularly technical design. Jonassen [16] states that 

all forms of external representation are important because 

―external problem representations, especially those in the 

form of dynamic models, enable learners to manipulate and 

test their models‖ (p.377). 

 

A modern tool used for design and external representa-

tion is computer aided design (CAD). CAD has evolved 

from the simple replacement of traditional drafting equip-

ment to a very sophisticated, highly visual design tool. The 

earlier CAD programs used the computer to generate lines 

for 2D drawings. As the software and hardware advanced, 

these 2D drawings could be converted into 3D objects that 

the computer recognized as having height, width, and depth. 

The software used to create these earlier 3D objects was still 

2D based; they originated from and were primarily used to 

draw in two dimensions. Modern software used for solid 

modeling often functions in the reverse order; the three-

dimensional object is drawn and then two-dimensional, or-

thographic drawings are generated from that model. Advan-

tages are perceived in using this latter order because we live 
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in and interact with a three-dimensional world. 

 

Murray [17] identified the following advantages of mod-

ern parametric solid modeling software over earlier model-

ing software: 

● Easier to use 

● Easier for visualization 

● Provides the ability to see the model grow and de-

velop 

● Often allows resolving design issues quicker 

● Has the ability to determine material properties 

● Models are easily converted to other graphic forms 

for marketing, advertising, etc. 

● Finite element analysis (FEA) can be performed on 

solids.  

● Can be linked directly to manufacturing operations 

such as rapid prototyping and CNC 

 

With all of these advances, computer models cannot 

always replace physical objects; limitations in hardware and 

software still exist [18], [19]. The possible benefits and 

drawbacks of design instruction are still in question. How 

solid modeling software affects students‘ ability to design 

and solve problems needs to be better understood. Previous 

studies show that students with high visualization skills are 

often better at design and assembly operations. A primary 

question addressed by this study is: If females have lower 

visualization skills, does modern solid-modeling software 

provide students an equal or improved opportunity to solve 

design problems? 

 

Methodology 
 

Selection of Participants 
 

The participants consisted of two classes from the Indus-

trial and Engineering Technology Program at Southeast 

Missouri State University. One class was an introductory 

course and one the next course in series or a slightly more 

advanced course. Both courses were exposed to the same 

instruction related to the use of the ProDesktop software. 

The participants were all randomly assigned to either the 

experimental (ProDesktop) or the control group (sketching). 

There was a total of 24 participants in the experimental 

group and 23 in the control group. There were 13 females 

and 34 males in this study. Six of the females were in the 

control group and 7 were in the experimental group. The 

majority of the participants were technology education, en-

gineering technology, and graphics technology majors in 

different stages of their academic programs. 

 

 

Design 
 

The design for this study was an experimental posttest 

only design. The randomly assigned participants first com-

pleted the PSVT-R. The control group designed a solution 

to the problem using sketching and then physically con-

structed their prototype with the provided materials. The 

experimental group participants each used ProDesktop solid 

modeling software and sketching to design their solutions 

and then constructed a prototype with the provided materi-

als. The physical models or prototypes were then scored as 

either successful or unsuccessful. 

 

Independent Variables. The independent variables in this 

study were:  1) The gender of the participants; 2) The 

method the participants used to design their prototype; and 

3) The participants‘ spatial-visualization ability. Participants 

in the control group used sketching in the design of their 

prototype, while the experimental group used ProDesktop 

solid-modeling software for the design of their prototype. 

Spatial visualization was measured with the PSVT-R. 

 

The PSVT-R test was designed to measure the partici-

pants‘ ability to visualize the rotation of three-dimensional 

objects. The format for the PSVT-R was 30 questions. Raw 

scores were used for this study so 30 would indicate that all 

30 problems were answered correctly. A sample PSVT-R 

question is shown in Figure 1. 

Figure 1. Sample PSVT/TR Problem 

 

Dependent Variable. The participants were instructed to 

design a mechanism that would convert rotary motion to 

reciprocal motion and move a block forward a fixed amount 

within specified tolerances. Upon completion of the design, 

the participants were instructed to construct a working 

model or prototype using supplied materials.  
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The materials included: 

1. Fixture made of ½‖ polystyrene foam 

(see figure 2)  

2. Hot glue gun  

3. Glue sticks 

4. Double sided tape 

5. Wood glue 

6. Masking tape 

7. Duct tape 

8. ¼‖ dowel rods 

9. 3/8‖ dowel rods 

10. ½‖ dowel rods 

11. Foam core board 

12. ½‖ rigid foam 

13. Corrugated cardboard 

14. ¼‖ hardboard 

15. ½‖ plywood 

16. Assorted nails, screws, bolts, and nuts 

Figure 2. Polystyrene Fixture 

 

The prototype had to successfully advance three 1.5‖ X 

1.5‖ X 3‖ blocks a distance of 3.5‖ with a tolerance of plus 

or minus 1/8‖. The prototypes were scored as either success-

ful or not successful. If all three blocks successfully ad-

vanced the required 3‖ within the 1/8‖ tolerances in one of 

two possible attempts, the prototype was scored as a suc-

cessful solution to the design problem.  

 

This either successful or unsuccessful value was the de-

pendent variable. The evaluation was limited to only suc-

cessful or unsuccessful because this and many ill-defined 

problem-solving activities may have multiple, correct solu-

tions. For this problem, the participants were only evaluated 

on the stated objective and were not scored relative to other 

aspects such as creativity, durability, or manufacturability.  

 

 

Results 
 

Descriptive Statistics 
 

The mean score for the PSVT-R for the 47 participants 

was 22.26 with a standard deviation of 4.55. The mean 

score for the 23 participants in the control group was 21.49 

with a standard deviation of 4.39. The mean score for the 

experimental group‘s 24 participants was 23.00 with a stan-

dard deviation of 4.66. See Table 1. 

 
Table 1. PSVT Scores 

Five participants of the control or sketching-only group con-

structed successful prototypes of which 1 was female. Six of 

the experimental or ProDesktop group constructed success-

ful prototypes of which 1 was female (see Table 2).  

 
Table 2. Number of Successful and Unsuccessful Participants 

RQ1. Do the spatial-visualization abilities of male and fe-

male technology students differ? 

 

Males have been found in many studies to have higher 

spatial-visualization abilities. The analysis of this study was 

similar to a minority of others in that it was found that the 

males did not have significantly higher spatial-visualization 

ability. There were 13 females and 34 males in this study. 

The males did not show a significant difference in visualiza-

tion F(1,45)=3.475, p=.069, from the females‘ visualization 

scores (see Table 3). Although, the males did report a 

slightly higher mean score (M=23.00) with a slightly 

smaller standard deviation (SD=4.55) as opposed to the fe-

males (M=20.31, SD=5.33). See Table 3. 

Group N M SD 

Control 23.00 21.49 4.39 

Exp. 24.00 23.00 4.66 

Group Successful Unsuc-

cessful 

Total % Suc-

cessful 

Control 5 18 23 21.7 

Male 4 13 17 23.5 

Female 1 5 6 16.7 

Exp. 6 18 24 25 

Male 5 12 17 29.4 

Female 1 6 7 14.3 
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Table 3. Gender Differences in Visualization Scores 

RQ2. Are there differences between how males’ and fe-

males’ visualization skills affect their problem-solving abil-

ity? 

 

Because the dependent variable, successful or unsuccess-

ful completion of the model, is dichotomous, logistic regres-

sion was used to determine if there were any significant 

differences between visualization, gender, and method of 

design used. For all of the participants it was found that 

spatial-visualization skills, as measured by the PSVT-R, 

was a significant predictor of successfully solving the de-

sign problem. The coefficient on the visualization variable 

has a Wald statistic equal to 5.313, which is significant at 

the .05 level (p=.021). The overall model was significant at 

the .05 level according to the model chi-square statistic. 

Analysis revealed that there were no significant differences 

(p=.98) between the males and females as would be ex-

pected since there was no significant difference between 

their visualization scores and such a low number of females.  

 

RQ3. Does the use of 3D modeling software in the design 

and production of a prototype for a technical design prob-

lem offset potential gender differences in spatial-

visualization ability? 

 

It was hypothesized that if using solid modeling reduced 

a participant‘s cognitive load, it could possibly make visu-

alization easier for the participants and, thus, offset any dif-

ferences in their measured spatial-visualization ability. Be-

cause there were no gender differences found in visualiza-

tion scores, the analysis showed that the method used for 

this particular problem was not significant (p=.753) and did 

not offset any gender differences. Without significant differ-

ences in the visualization scores of males and females, it is 

not possible to have a significant difference regarding the 

use or lack of use of modeling software.  

 

Summary and Conclusions 
 

Caution must be used when generalizing the results of 

this study to others because it consisted of only two classes 

of randomly assigned engineering technology students from 

Southeast Missouri State University. These classes were 

chosen because of their similar exposures to drafting, de-

sign, and solid modeling. There were only 13 females that 

participated in the study, which make significance and gen-

eralization difficult.  

 

The purposes of this study were to determine if the spa-

tial-visualization abilities of male and female technology 

students differs; if there are differences between how males‘ 

and females‘ visualization skills affect their problem solving 

ability; and, if the use of 3D modeling software in the de-

sign and production of a prototype for a technical design 

problem offsets potential gender differences in spatial-

visualization ability. Previous research shows that males 

typically have higher visualization scores than females. The 

results of this study were similar to those of the study con-

ducted by Devon et al. [2] in which the male participants 

did not show a significant difference. This may be due to 

the female participants‘ past experiences and interests re-

lated to engineering and technology. The populations for 

this study and the Devon et. al. [2] study were limited to 

engineering technology students and not representative of 

all females. Other studies that examined more diverse popu-

lations often found that males had significantly higher visu-

alization scores [1-3], [9].  

 

The female students‘ visualization scores were not dif-

ferent from the males. One could conclude that additional 

instruction or varied instruction for the females is not 

needed. This may be the case but, with the limited number 

of participants, it is difficult to generalize these findings to 

all female technology and engineering students. Providing 

opportunities to increase visualization abilities would bene-

fit both male and female students that are struggling with 

the needed visualization skills. Doing so could help with 

student success and retention as well. Many of the tasks 

undertaken in the classroom and the profession relate to or 

require visualization skills and strengthening them would 

benefit the students greatly.  

 

Because there was no difference between the male and 

female visualization scores, there was no possibility of the 

modeling software offsetting any differences related to spa-

tial visualization. For these groups, it was found that using 

the modeling software had no significant impact. Visualiza-

tion was a significant and better predictor of being able to 

solve the design problem. 

 

There were several things related to problem solving that 

became apparent as the participants began working on the 

problem. Examination of the prototypes produced by the 

participants reinforces several basic strategies regarding 

design problem solving and ill-structured problem-solving 

activities. Many of the participants seemed to feel that they 
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Source df F r
2 

p d 

Gender 1 3.475 0.072 0.069 0.608 

Group N M SD   

Males 34 23.00 4.55   

Females 13 20.31 5.33   
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had successfully completed the problem but overlooked the 

specific requirements. This pointed out the importance that 

the problem and the requirements for the problem be under-

stood and reviewed. Some participants may have been hin-

dered by their lack of ability to properly build their design 

with the given materials. The females may not have been as 

familiar with devices that utilize similar simple machines 

and may not have had the background experiences to trans-

fer previous knowledge to this problem.  

 

This study reiterates the importance of good problem-

solving techniques and strategies and the importance of 

strong visualization skills. Whether it is a technical design 

problem, mathematical problem, a short answer for a test, 

what automobile to purchase, etc., when faced with a prob-

lem to be solved, one must understand the problem, what 

criteria need to be met to consider the solution a success or 

acceptable, and the available resources. Jonassen [16] states 

that problem solving is one of the most important tasks that 

we do throughout our daily lives and that teaching problem 

solving should be a top priority of education.  

 

Continued research related to gender differences in spa-

tial visualization and technical problem solving is both war-

ranted and needed. This study and related literature suggest 

that relatively little is known about how individuals solve 

technical design problems and how visualization and the use 

of technology affect males and females. Additional prob-

lems and types of problems need to be studied. Research 

that further examines gender differences in spatial visualiza-

tion and cognitive load when using or viewing objects with 

solid-modeling software is needed to determine if the tech-

nology might improve problem solving or visualization.  
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Abstract 
 

Teaching engineering and technology subjects involves 

explicating abstract multidimensional information structures 

and processes that can be difficult to grasp. A methodology 

using Tablet PCs and interactive software was developed to 

enable students in telecommunications and computer sci-

ence classrooms to grasp these complex concepts more 

quickly and easily. The presentation of theory by the in-

structor was immediately followed by real-time interaction 

between students and instructor during which students em-

ployed the theory while it was still in the students‘ short-

term memories. 

 

Two hypotheses were investigated: 

 

#1 Complex data-structure concepts are learned faster 

and more completely when Tablet PCs are used ap-

propriately in the classroom. 

#2 The use of Tablet PCs in the classroom enables stu-

dents to remain engaged in learning during the longer 

classes that are typical of accelerated learning envi-

ronments. 

 

Data captured from both students and instructors are 

analyzed in support of these hypotheses. Examples of spe-

cific exercises given in class, along with students‘ answers, 

are discussed. In addition, quantitative data showing im-

provements in scores on exams are presented. Finally, an 

analysis of questionnaires completed by students is pre-

sented. The results of the study confirmed both of the hy-

potheses. The study showed that the methodology employed 

not only improved student exam scores but also promoted 

their critical and innovative thinking skills. The results of 

students‘ surveys confirmed that students felt that using 

Tablet PCs enabled them to learn complex engineering ma-

terial faster and in greater depth and be better engaged in 

classes. 

 

Introduction 
 

In his famous essay, Eugene Wigner commented, ―the 

miracle of appropriateness of the language of mathematics 

for the formulation of the laws of physics is a wonderful gift 

which we neither understand nor deserve.‖ [1] But it is not 

always easy for engineering students to grasp this appropri-

ateness. In fact, understanding the relationship between 

mathematics and the physical world is only the start. Engi-

neering students must learn to grasp many complex and 

sometimes abstract logical structures and processes. A few 

examples include Queues, Trees and, more generally, data 

structures in computer science; various kinds of database 

designs in information systems; layered architectures and 

complex telecommunication protocols in data networks; 

digital signal-processing algorithms that are necessary to 

generate, transmit and receive multiplexed radio signals; 

complex mathematical equations and graphs; and a myriad 

of details of physical structures in civil engineering. Con-

veying complex concepts for easy understanding at a fast 

pace is one of the many challenges instructors face while 

teaching engineering and technology subjects. Using equip-

ment received under a two-year 2007 HP Technology for 

Teaching – Higher Education Grant, the School of Engi-

neering and Technology at National University has intro-

duced the use of Tablet PCs into the hands of every student 

in selected courses to enable his/her understanding of com-

plex concepts more quickly and easily.  

 

Related Research 
 

Denning, Griswold and Simon [2], Koile and Singer [3] 

as well as a number of others, have reported that using Tab-

let PCs in the higher-education classroom not only posi-

tively impacts student learning but also expands the modes 

available for communication between instructors and stu-

dents. Researchers at the University of Washington have 

reported on the use of Tablet PCs in the higher-education 

classroom using Classroom Presenter software. An in-depth 

discussion of Classroom Presenter and its impacts may be 

found in Wolfman‘s University of Washington doctoral 

dissertation [4]. Simon et al. reported on experiences in us-

ing a Tablet PC-based system with Classroom Presenter in 

computer science courses [5]. Researchers at the University 

of California at San Diego (UCSD) have made enhance-

ments to the Classroom Presenter software. The use of this 

enhanced version, named Ubiquitous Presenter [6], in 

higher-education classrooms is discussed in a number of 

excellent papers [7], [8]. 

 

Anderson et al. [9] have reported that the use of learning 

devices in the on-site higher-education classroom enhances 
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student engagement in the learning process, while Thomas 

and Carswell [10] have observed that collaborative learning 

is a powerful tool for distributed environments. A number 

of papers [11-13]have reported on the power of digital ink 

in teaching. The relation between active learning and use of 

digital ink, reported by Kowalski, Kowalski and Hoover 

[14] is of particular interest. 

 

Hypotheses 
 

This National University project concentrated on two hy-

potheses: 

 

#1 Complex data-structure concepts are learned faster 

and more completely when Tablet PCs are used ap-

propriately in the classroom 

#2 The use of Tablet PCs in the classroom enables stu-

dents to remain engaged in learning during the longer 

classes that are typical of accelerated learning envi-

ronments. 

 

The first hypothesis expands on the following postulate: 

the best way for students to learn an information structure is 

through collaborative and small-group experiments in which 

students can apply their own ―touch and feel‖ to a concept. 

Students are more likely to absorb complex information 

structures if they are given the opportunity immediately to 

experiment either individually or in small groups with the 

concepts that have been presented. Increased interaction 

with each other and with their professors enables them to 

gain a deeper understanding of these concepts. Tablet PCs 

are a useful resource especially when students wish to visu-

ally pose those questions that are difficult to verbalize and 

have to be continually available in a discussion forum that is 

open to all. 

 

Hypothesis #2 is derived from a desire to help students 

retain and enhance their concentration throughout the time 

span of the longer classes that are typical of the accelerated 

learning environment at National University. National Uni-

versity serves a diverse population of adult learners through 

classes that are each three and a half hours to four and a half 

hours in length. Retaining the attention of students who are 

sometimes fatigued after a full work day, along with the 

concerns of family, children, and jobs, is challenging. The 

increased interaction with students through the Tablet PCs 

not only helps students keep up with the instructor, but it 

continually stimulates their thinking about what is being 

taught and this, in turn, improves their attention span. 

Equally important, the faculty instructing the class gains a 

pulse of the students‘ understanding of the topic that is cov-

ered. 

 

Methodology 
 

Each on-site instructor and every student had a Hewlett 

Packard Tablet PC equipped with the Microsoft Windows 

XP operating system, the full Microsoft Office suite includ-

ing PowerPoint, Excel, Word, and both DyKnow Vision™ 

[15], [16] and DyKnow Monitor™. Special applications 

software was also included, as needed, for particular 

courses. Some later classes had HP Tablets with the Micro-

soft Windows Vista operating system instead of Windows 

XP, but the operating system was found to make no differ-

ence to this project. All Tablet PCs were connected to each 

other and to the Internet through an IEEE 802.11g Wireless 

Access Point. Throughout this project, a DyKnow Vision™ 

server operated by Indianapolis-based Dynamic Knowledge 

Transfer, LLC (DyKnow) was accessed via the Internet. 

 

The DyKnow Vision™ server software coupled with 

DyKnow Vision™ client software on each Tablet PC en-

abled instructors to ―push‖ charts to all students in a particu-

lar class. Class sizes typically ranged from 10 to 20 stu-

dents, although there were a few smaller classes. Response 

time, from when an instructor selected a particular chart for 

students to view until that chart appeared on each student‘s 

Tablet PC, was normally no more than a few seconds. Stu-

dents were able to draw, write, and type directly on their 

copy of the instructor‘s charts and they could also make 

their own personal notes about each chart on a side window. 

Students saved their notes and annotations on their own 

USB drive at the end of each class. 

 

Curricula were revised to incorporate interactive exer-

cises developed by the instructor. These exercises chal-

lenged students to apply what they had just been taught to 

solve problems that were often deliberately ill-defined. Indi-

vidual students and small groups working together submit-

ted their solutions as annotated charts in real time to the 

instructor via the DyKnow Vision™ server. The instructor 

could choose selected submissions to display, either anony-

mously or with attribution, for discussion by the whole 

class. The instructor also had the option of storing student 

submissions for later review and grading. The latter was 

useful for assessing student participation in the discussions. 

 

Interactive Exercises 
 

Table 1 lists courses that were redesigned to incorporate 

interactive exercises throughout the lectures. The exercises 

were designed to focus on the information structures under 

discussion. Four different instructors taught approximately 

150 students a total of nine different courses: five graduate 

courses and four undergraduate courses. 
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Wireless Systems Security Course – 

Individual Exercises 
 

The chart shown in Figure 1 was used to explain substi-

tution ciphers in teaching students the building blocks of 

cryptography in the Wireless Systems Security course. After 

allowing for any questions from students, students were 

immediately given the exercise shown in Figure 2. 

 
Table 1: Description of Modified Courses 

Figure 1. Explanation of Substitution Ciphers in 

a Wireless  Security Course 

 

Students were given three minutes in class to encrypt the 

short sentence and submit it. The most common problem 

encountered was confusion about what to do when the value 

of ―n,‖ 5 for this exercise, gave a result larger than 25.  

 

 

A few students did not realize that they simply needed to do 

the arithmetic modulo 26. This confusion was caught and 

corrected immediately with this exercise. Another problem 

that was apparent during this exercise was that students 

tended to be careless while doing the addition. The correct 

answer is given in the notes at the end. 

 

Figure 2. Simple Individual Student Exercise from 

a Wireless Security Course 

 

A somewhat more complex exercise from the same 

course is shown in Figure 3. In this exercise, students had to 

compute the time it would take to mount a brute-force at-

tack on a six-character password, assuming they had a com-

puter and a program that could try 200 passwords per micro

-second. In the example in Figure 3, the student used a cor-

rect approach to try to solve the problem, but forgot part of 

the division by 200 and handled the powers of ten incor-

rectly. As a result, the student came up with the response 

2.2 seconds when the correct answer was 11 seconds. This 

was easily spotted and corrected in class by the instructor. 

Figure 3. More Complex Individual Exercise 

 

Graduate courses 

●     Wireless Security (encryption, algorithms etc.) 

●     Digital Wireless Fundamentals 

●     Wireless Coding and Modulation (of radio waves) 

●     Wireless Economic Topics (How the wireless indus-

try works as a business) 

●     Unit Processes of Environmental Engineering 

 

Undergraduate courses 

●     Data Structures & Algorithms 

●     Linear Algebra & Matrix Computation 

●     Calculus for Computer Science 

●     Applied Probability and Statistics 

  

Substitution Ciphers
A  B  C  D  E  F  G  H  I 

0  1  2  3  4  5  6  7  8

J  K  L  M  N  O  P  Q  R

9  10 11 12 13 14 15 16 17

S  T  U  V  W  X  Y  Z

18 19 20 21 22 23 24 25

7/8/2009

18

Simple Substitution: One letter exchanged for another

ci = E(pi) = pi + n

•Goal: Confusion

•Advantage: Simple to encipher

•Disadvantage: Obvious patterns

In Class Exercise
 Encrypt the following plaintext using E(pi) = pi + 5

 I enjoy the San Diego Zoo

 Write your encrypted text in the space below and 
submit it.

19

7/8/2009

 HINT:  I + 5 = N, E+5 = J, N+5 = S 

 Answer starts out:

N JS… … … ….. …   
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Data Structures and Algorithms 

Course:  Individual Exercises 
 

National University‘s Data Structures & Algorithms 

course is a foundation course for baccalaureate-level com-

puter science majors. The course covers standard data struc-

tures routinely used in computing applications. Some focal 

points of the course include developing an understanding of 

the containers for organizing and storing information along 

with the algorithms that operate on them. The standard 

structures to be studied are Lists, Queues, Stacks, and Tree 

structures and the algorithms that work on them. Often, stu-

dents misunderstand an algorithm or do not quite under-

stand the underlying data structure‘s properties. 

 

A sequence of interactive exercises and student re-

sponses from this class are depicted in Figures 4 through 7. 

In Figure 4, students were asked to describe how to insert an 

element into an array-based implementation of a list struc-

ture. The instructor‘s objective was to motivate students to 

think about the amount of ―work‖ involved in inserting an 

element into an array. Almost all students‘ responses were 

similar to the one seen in Figure 4a. 

Figure 4a. Insertion Exercise 

 

In this case, answers are correct but not elaborated and 

there is no hint of the work that is involved in the insertion. 

Most students presented a sketch of an insertion algorithm; 

although correct, no one really elaborated on what exactly 

was involved in shifting the elements. This prompted a dis-

cussion on how to shift the elements in an array through a 

simple loop and what was the best way to define and quan-

tify ―work.‖ In Figure 4b, the code for shifting is presented. 

This code can be used to discuss the work done by the algo-

rithm. Once students grasped the concept of work involved 

in shifting array elements, their focus immediately changed 

to how to reduce the work required. 

Figure 4b. Code from Instructor 

 

One student suggested placing the current value of the 

position at the far end of the array (after the last element), 

and then inserting the new element at the end of the list. 

Even though it was acknowledged that this strategy would 

save a lot of time, it was rejected because it was felt that the 

procedure would not be satisfactory if the array were to re-

main sorted. Student engagement and participation was very 

high during the discussions and the interactive nature of the 

presentation system allowed the instructor to steer students 

dynamically towards the objective of the activity and to 

further refine and deepen students‘ understanding of the 

material. The instructor was able to sketch diagrams and 

provide solutions spontaneously in real time, thus engaging 

and promoting student-directed learning through a creative, 

interactive, and dynamic process. 

 

Figure 5a. A Correct Response 
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In another activity, the instructor‘s objective was to assess 

students‘ understanding of why the assignment operator 

should be overloaded in structures using dynamically allo-

cated memory. By looking at the students‘ submissions, the 

instructor received immediate feedback on students‘ under-

standing or misunderstanding of the topics covered. The 

student responses shown in Figure 5a prompted the instruc-

tor to pose more questions, which eventually led to a discus-

sion of shallow vs. deep copying. It also shows a brief, yet 

correct, response where this student used both graphics and 

text to summarize the impact of shallow copying. 

 

This activity was designed to be minimal with no elabo-

ration as the instructor was looking for the type of graphics 

shown in Figure 5b. Denning et al. [2] indicate that students 

tend to elaborate on minimally required answers, as demon-

strated in Figure 5b. They continue to remark that such 

elaborations are pedagogically desirable for further explora-

tion of the problem and the follow-up discussion points. The 

student submitting the question on Figure 5c appeared to be 

lost and needing directions. Nevertheless, an interesting 

question was raised about the system crashing. Because 

most structures in a computer science course have a linked 

implementation, it is essential for students to have a good 

grasp of pointers. 

 

Figure 5b. Shallow versus Deep Copy 

 

In another activity, the instructor asked students to delete 

a node from a linked list. This required some pointer re-

engagement; this is because the order in which the pointers 

are rearranged is crucial for correct operation. The pointer 

variable ptr is pointing to the node preceding the node to be 

deleted. This routine process must be well understood by 

students. Figure 6 shows two submissions. In both cases, the 

order of steps for deletion is incorrect.  

 

Figure 5c. Interesting Student Question 

 

In Figure 6a, the student is rearranging the pointers out 

of sequence; in Figure 6b, the list is updated but the node is 

not returned to the system, i.e., memory leakage. This gen-

erated many useful discussion points. The instructor guided 

students through the code and demonstrated why the code 

would not work. Enabling students to make a connection 

between new concepts and their program implementation is 

an important task in computing education, and that task was 

made easier by tying the visual representation of the solu-

tion to the code.  

Figure 6a. Linked List Exercise a 

 

In the final example from the Data Structures and Algo-

rithms course, students were asked to insert a key into a 

heap structure. The objective of the instructor was to force 

students to reflect on the heap structure and work through a 

seemingly simple algorithm. Although all the students indi-

cated that they understood the algorithm, a significant num-

ber failed to correctly demonstrate the insert algorithm (see 

the sample submission Figure 7). This is another good ex-
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ample of how student responses enabled the instructor to 

digress from the planned lesson spontaneously to clarify a 

point. Surprisingly, one student sent the slide shown in Fig-

ure 7a, an array implementation of the heap, which raised a 

number of interesting discussion points. Unlike other sub-

missions, this student had decided to use the array represen-

tation of the heap, which was unusual because the tree rep-

resentation is more intuitive and more common. This 

prompted the instructor to ask students to recall the formula-

tion for the left child, right child, and the parent node in an 

array implementation of a heap. Furthermore, the heap con-

structed by the student turned out to be a minimum heap 

when maximum heaps had been the focus of discussion in 

the class. This enabled the instructor to launch a discussion 

on the minimum-heap property. 

Figure 6b. Linked List Exercise b 

 

Figure 7a. Array Representation of Heap 

 

In a related activity, students were asked to use the insert 

algorithm to enter an element into a heap. One submission, 

shown in Figure 7b, clearly indicated that the student had 

not followed the discussion of the insert algorithms and had 

simply used a Binary Search Tree insert algorithm. The in-

teractive slides were highly useful in generating discussion 

on how to correct student misunderstanding, misinterpreta-

tion, and mix-up of structures and algorithms. 

Figure 7b. Adding an Element to a Heap 

 

Wireless Economics Topics Course:  

Small Group Exercise  
 

The nature of the Wireless Economics Course made it 

particularly suitable to incorporate small group exercises. 

During the class, the instructor set up several small groups, 

each consisting of three to four students working together 

on exercises like the one shown in Figure 8. This was done 

through a simple menu on the instructor‘s Tablet PC.  

 Figure 8. Small Group Exercise 
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In each small group, the students shared a common 

screen on their Tablet PCs, so that whatever was drawn, 

written, or typed on the screen by any student in the group 

could immediately be seen on the tablets of all students in 

that group. Small groups were set up among students sitting 

close to each other in class, so that it would be easier for the 

group members to carry out their discussions. At the end of 

the exercise, the small group was dissolved by the instructor 

so that there was no longer a shared workspace among the 

students who had been in the group. 

 

The exercise required the small group to find current 

quarterly report data for a particular wireless operator, com-

pare it with an earlier quarterly report shown by the instruc-

tor, and then comment on key changes. Each small group 

was given a different company to research and discuss. Fig-

ure 9 shows the results submitted by one small group. None 

of the small groups had difficulty finding quarterly report 

data on the Internet, writing it down, and submitting it; see 

Figure 9a. However, they were unable to effectively com-

ment on the data or discuss the key differences in the pre-

sent and previous quarterly reports.  

Figure 9a. Quarterly Results Data 

 

Figure 9b. Discussion of Key Changes 

 

The intent of the instructor was that they move to a higher 

level of Bloom‘s Taxonomy and come up with a group view 

of the key differences between one quarterly report and the 

next. Instead, as shown in Figure 9b, they simply cut and 

pasted the analysts‘ comments from news articles they had 

found. This activity helped highlight one of the key prob-

lems in designing good interactive exercises. Students will 

be lazy about thinking, if they are given the opportunity. 

Careful design of interactive exercises is needed to get stu-

dents to synthesize and analyze. Exercises that require more 

thought are more valuable, but they take more time both to 

develop and to administer. 

 

Findings 
 

Impact of Interactive Exercises on Speed 

and Depth of Student Learning 
 

The experience of the four instructors provided good 

evidence of the positive impact of interactive exercises on 

Tablet PCs, but more quantitative evidence is necessary to 

address hypothesis #1. This was obtained by comparing 

grades on the same midterm and final-exam questions in the 

Wireless Systems Security course before and after the intro-

duction of Tablet PCs and interactive exercises. The results 

are shown in Table 2. 

 
Table 2. Impact of Interactive Exercises 

Description of 

Questions 

% of Students Answering 

Correctly 

  

Average 

Improve- 

ment 

  Base

line 

Oct-

07 

Jan-

08 

Jul-

08 

Jan-

09 

Percent 

Change 

Eselbrücke 22 88 95 71 285 

Use Vigenére 

Tableau 

11 81 89 72 633 

Polynomial 

Representation 

33 75 95 94 267 

Encrypt Short 

Message 

11 69 88 78 503 

Cipher Block 

Chaining 

11 50 40 22 339 

Average of the 

five Questions 

18 73 81 67 409 

Number of 

Students 

9 16 21 16 --- 

Avg Grade 

overall 

77 84 85 83 9 
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The results from Table 2 clearly demonstrated that the 

average improvement varied between 267~ 633%. One of 

the exam questions for all WCM 605 classes, labeled by the 

German word ―Eselbrucke‖ in Table 2, required students to 

generate a passphrase, extract a password from it, then dis-

cuss how it satisfied the requirements for strong passwords. 

Exam scores on this question improved from 22% correct 

answers for the October 2007 class to 88% correct in Janu-

ary 2008, 95% correct in July 2008, and 71% correct in the 

January 2009 class. This amounts to an average improve-

ment of 285%. The Wilcoxon signed-rank test, a non-

parametric statistical hypothesis test was used to assess 

whether their population means differ. {T(positive) = 0; n = 

8; p < 0.02 (two-tailed) --> Significant difference} 

 

Other questions dealt with concepts such as expressing a 

digital string as a polynomial; encrypting and decrypting a 

short message using substitutions and transpositions; using a 

complex structure known as a Vigenére tableau in encryp-

tion and decryption; and, using cipher block chaining for 

encryption. Results from specific exam questions in the 

October 2007 class showed that these were all difficult 

skills for students to acquire. January 2008, July 2008, and 

January 2009 results of the same questions (with details of 

the questions suitably altered to prevent cheating), showed 

dramatic improvement. 

 

Table 2 shows that, on average, the number of students 

answering the questions correctly improved from an average 

of 18% correct answers on these five questions in October 

2007 exams to a weighted average of 74% correct answers 

on the combined results of January 2008, July 2008, and 

January 2009 exams, thus showing a remarkable 409% im-

provement. In addition, the overall weighted average of 

grades on the combined results of the January 2008, July 

2008, and January 2009 exams improved by 9% from 

77.2% to 84.2%. These results are based on a combined 

enrollment in the three classes of 53 students. 

 

The October 2007 class, with only 9 students, serves as a 

base in Table 2. A larger base was desirable; however, the 

results were so encouraging that the university was not will-

ing to penalize students by running a class without using the 

Tablet PCs, solely to increase the size of the base sample. 

Unfortunately, data from a July 2007 WCM 605 class was 

not collected in sufficient detail to analyze individual ques-

tions. However, the average grade on the comparable exam, 

taken by ten students in July 2007, was 80.3%. The use of 

the Tablet PC approach to teaching the most difficult con-

cepts was undertaken because of the recognition of difficul-

ties encountered by students in both the July and October 

classes in absorbing these concepts. 

 

The data in Table 2 show some variation of results 

across the particular questions studied. For example, the 

ability to encrypt a simple message by hand improved from 

69% correct in the January 2008 class to 88% in July and 

then dropped slightly to 78% in January 2009, while the 

ability to understand cipher block chaining declined from 

50% in the January 2008 class to 40% in the July 2008 

class, and then to only 22% in the January 2009 class. But 

only 11% of the students answered these questions correctly 

in the base October 2007 class, so the average of a reason-

able sample of students showed significant improvement for 

all questions. These data, taken together with classroom 

experiences of the four instructors, confirm the first hy-

pothesis, namely that students learn complex data structure 

concepts faster and more completely when Tablet PCs are 

used appropriately in the classroom. As discussed by Dey et 

al. [17], the use of Tablet PCs with interactive software in 

class introduced a metacognitive strategy that forced stu-

dents to use or apply concepts almost immediately after the 

concepts were taught. As a result, their skill in employing 

the new concepts was made more accessible to them. 

 

Student Questionnaire Results 
 

Following receipt of approval of the survey instrument 

by the National University Institutional Review Board, 42 

students completed anonymous surveys about their experi-

ence with using Tablet PCs. These surveys were conducted 

near the end of the first class in the Master of Science in 

Wireless Communications (MSWC) degree program, again 

near the end of a class in the middle of the program and, 

finally, near the end of the last class before their Masters 

Research Project. Students answered using a five-point 

Likert scale. They were also invited to add comments to 

some of their answers. The text of the survey is shown in 

Table 3. 

 

Results of the survey are shown in Table 4 and a sample 

of student comments is shown in Table 5. Students clearly 

agree that use of the Tablet PCs with DyKnow helped them 

remain more engaged in learning than in classes without 

student computers. Of particular interest is that there is a 

clear consensus among students that classes equipped with 

Tablet PCs kept them better engaged than those equipped 

with laptop or desktop computers. It was expected that re-

sults for the third question would be somewhat lower than 

for the second question but, surprisingly, they are nearly the 

same. A sign test used (n = 5, p = 0.5; P(X <= 2) > 0.4) 

failed to detect significant difference (p-value > 0.05). Al-

though the sizes of the classes were small, the comments 

and responses received are significant and consistent, sup-

porting the use of Tablet PC improves student learning. 

Even with the smaller classrooms, the Dyknow with Tablet 
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PC provides an opportunity to share student submissions 

with the entire class on a real-time basis. The sharing facili-

tates a richer discussion of the topic among class partici-

pants, thus improving student learning. 

 
Table 3. Student Survey 

 

While the score is slightly lower for student perception 

of how much faster they are able to learn new concepts 

(Question 7), it is still high. The results for this survey ques-

tion may well have been skewed by the phrase, ―because I 

was able to understand the way other students reasoned 

about a problem‖ at the end of Question 7. In addition, the 

significance of the results for Question 7 in the last class is 

uncertain. Because the sample size was small in the last 

class, data is continuing to be gathered to determine whether 

the students‘ learning experience is not helped as much by 

the time they reach the end of their degree program, or 

whether this was simply an aberration, due to the small sam-

ple size in the last class. 

 

 

 

Table 4. Survey Results – MSWC Program 

 
Table 5. Sample of Student Comments 

●     Use of the Tablet PC helps me learn because it sup-

ports my learning style better than learning without 

the tablet. 

●     Classes taught with a Tablet PC keep me more en-

gaged in learning than classes taught without student 

computers. Please comment on how the Tablet PC 

helps you to stay more engaged. 

●     Classes taught with a Tablet PC keep me more en-

gaged in learning than classes taught with desktop or 

laptop computers for students. Please comment on 

how the Tablet PC helps you to stay more engaged 

than classes taught with desktops/laptops. 

●     The Tablet PC is a particularly effective tool for small 

groups working together on case studies. 

●     I used the feature of DyKnow Vision to review re-

corded classes. 

●     The ability to correlate my personal notes with a spe-

cific place in a recorded lecture helped me learn bet-

ter. 

●     Use of the Tablet PC enabled me to learn new con-

cepts better/faster because I was able to understand 

the way other students reasoned about a problem 

●     The ability to make submissions in class through my 

Tablet PC enabled me to ask questions that would 

have been hard to put into words. 

●     The ability to ask questions and/or interact anony-

mously in class through my Tablet PC enabled me to 

overcome or circumvent my inhibitions about asking 

questions in front of my classmates 

Program 

Survey 

Questions 

Initial 

Class 

Middle 

Class* 

Last 

Class 

Weight

ed av-

erage 

Number of 

Responses 

10 26 7 ----- 

Better sup-

port for my 

learning 

style 

4.20 4.36 4.43 4.32 

Better en-

gaged in 

learning 

than with-

out student 

computers 

4.50 4.42 4.57 4.47 

Better en-

gaged using 

Tablet PCs 

than with 

Desktops/

laptops 

4.40 4.31 4.71 4.39 

Very effec-

tive for 

small 

groups 

4.40 4.15 4.57 4.28 

Learned 

new con-

cepts better/

faster 

4.20 4.27 4.0 4.21 

●     ―It was more of an interactive session with students 

with Tablet PC‖ 

●     ―…the polls and the problems we needed to solve 

helped me to stay more engaged in the class‖ 

●     ―The Tablet PCs help me stay organized‖ 

●     ―I‘m really impressed with the Tablet PC. It‘s really 

good for listening in classes.‖ 

●     ―It was new way to learn so it took some time to ad-

just to it‖ 

●     ―There are disadvantages with this as I am unable to 

keep eye contact with the professor‖ 



——————————————————————————————————————————————–———— 

 

Overall, the results clearly support the second hypothe-

sis, ―Use of Tablet PCs in the classroom enables students to 

remain engaged in learning during the longer classes that 

are typical of accelerated learning environments.‖ And the 

results are consistent across widely different classes and 

times in this degree program. A number of student com-

ments on the survey were quite interesting, and several 

comments supported both hypotheses. 

 

Virtually all students appreciated the increased interac-

tion brought to the class by the combination of Tablet PC 

and DyKnow software. This led students to stay more en-

gaged. And the ability to associate notes with each chart 

presented helped students stay more organized. However, 

students also commented that it took them some time to 

adjust to a new way of learning. Some others expressed 

concern about eye contact. This latter problem was ad-

dressed by projecting the instructor‘s display on a screen at 

the front of the classroom, simultaneously, with the pushing 

of charts to students via the wireless connection. One stu-

dent complained that he preferred a full page rather than the 

somewhat smaller display of the Tablet PC. 

 

Digital Ink 
 

One additional finding, though not a new finding, came 

more from instructors than from students. Students and in-

structors in National University classes who taught with 

Tablet PCs reported increased empowerment and efficiency, 

which they credited to the Digital Ink capability of the sys-

tem. As noted earlier, similar results have been reported by 

others. [11-13]. 

 

Instructors found the added capability to highlight and 

handwrite clarifying notes—particularly equations—directly 

onto PowerPoint slides to be highly useful. Instructors 

found that using a stylus on a Tablet PC is as effective as 

writing on a physical whiteboard in an on-site class. The 

ability to emphasize points on a PowerPoint slide by cir-

cling the points at the time the instructor is talking about 

them helps students to follow the lecture better. And, this is 

a very efficient substitute for the time-consuming process of 

animating Microsoft Power Points. Digital Ink makes it easy 

for instructors to amplify points on PowerPoint presenta-

tions by writing equations or drawing diagrams directly on 

the charts. 

 

One instructor, who readily admits to being computer-

challenged, stated, "If I can learn how to teach with a tablet, 

anybody can!" Another instructor said, "The tablet gave me 

the power to teach." This latter‘s comment is a particularly 

significant statement as it was made by a professor who was 

selected from approximately 200 faculty members as Na-

tional University‘s Outstanding Teacher of the Year in 

2002. After teaching an on-line course with a Tablet PC, 

one adjunct professor declared that he would not teach an-

other on-line course unless the university always provided 

him a Tablet PC to use while he taught. On-line students 

were particularly enthusiastic about the use of Digital Ink by 

instructors. They stated that it is a "tremendous improve-

ment‖ in teaching. In principle, on-line instructors can draw 

on their desktop or laptop computer with a mouse. How-

ever, most instructors have not developed the fine motor 

control that is required to use the mouse this way. 

 

Conclusions 
 

Both hypotheses were confirmed by the results of this 

two-year-long use of Tablet PCs with DyKnow software in 

teaching five different graduate courses and four different 

undergraduate courses. The availability of Tablet PCs is 

now being extended to all courses taught in the School of 

Engineering and Technology (SOET). Purchase of a new 

server for running the DyKnow server software has been 

completed. This server will be installed in the SOET build-

ing to ensure that Internet delays do not cause problems 

with response time. 

 

The experience with introducing real-time interactive 

exercises into on-site classes is popular with students and 

has improved scores on student exams. Equally important, 

the combined systems promoted critical and innovative 

thinking by students in the classroom. Sharing and discuss-

ing student submissions in real-time enabled deeper discus-

sion of the topic at hand and in clarifying misunderstand-

ings. Students gained a better and a deeper understanding of 

the material being taught. Not only has this project captured 

quantitative data to support these assertions, but it has also 

succeeded in confirming through the results of students‘ 

surveys that both the instructor and his/her students find that 

using this approach for teaching complex engineering con-

cepts has positive benefits. 

 

The success reported in this project is now being ex-

panded to introduce more realism into classes as student 

engineering teams compete to develop the ―best‖ engineer-

ing designs (networks, radios, etc.) by using interactive 

games that are designed and built by the students them-

selves. We anticipate wider acceptance of Tablet PCs in 

academics. 
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Abstract  
 

Systems engineering at the community college level is 

an often overlooked concept. Educators realize its impor-

tance, but the curriculum is already packed with other es-

sential topics. This study looked at three different aspects of 

a proposed approach to systems engineering concepts at 

Queensborough Community College. The first application 

of systems engineering was a communication system project 

in the Computer and Electrical Devices Applications course. 

This project introduces the building blocks of a fiber-optic 

communication system including a transmitter, receiver and 

an amplifier. The stages were built by independent teams 

and then integrated to operate as a functional system.  

 

The second example focused on meeting required sys-

tems-level specifications for a two-stage amplifier with a 

power supply. The students were given the specifications 

for the supply voltage, amplifier gain, and input and output 

impedances. The design project was divided amongst the 

teams, who then combined and tested the overall system. 

 

Robotics was the third system application. Students inte-

grated software programming and hardware design to pro-

duce a functional robot. Software teams developed and de-

bugged programs which run on the robot's microcontroller. 

Hardware teams built and tested the hardware independently 

to ensure proper functionality. The teams synthesized their 

designs to satisfy the system design challenge. 

 

Introduction 
 

Systems engineering at the community college level is 

an often-overlooked concept. Even though educators may 

appreciate the importance of systems engineering concepts, 

it is somewhat difficult to include this material in an already 

packed curriculum. An engineering education should in-

clude systems engineering concepts because most complex 

engineering projects today focus heavily on systems engi-

neering elements for their successful completion. These 

projects include the design of space craft, military weapon 

systems and both wired and wireless communication sys-

tems. One of the earliest mentions of the importance of sys-

tems engineering concepts was at AT&T Bell Laboratories 

in 1940 [1]. In fact, the National Council on Systems Engi-

neering (NCOSE) was formed in 1990 to advocate and fur-

ther the area of systems engineering.  

 

Community colleges are a rapidly growing part of the 

U.S. higher education system and will become increasingly 

important in retraining the American workforce for the 21st 

Century. President Obama proclaimed that community col-

leges are vital to America's future competitiveness, and he 

envisions an additional 5 million graduates from these edu-

cation institutions by 2020 [2]. This paper highlights the 

different aspects of our approach to introducing systems 

engineering concepts to the students at Queensborough 

Community College.  

 

In the Computer and Electrical Device Applications 

course, a fiber-optic communication system consisting of a 

transmitter, receiver and a gain stage amplifier was intro-

duced. The stages are built separately and the students then 

integrate them and try to get the system to operate from a 

system point of view. The Electronics I course focuses on 

electronic device applications such as amplifiers and power 

supplies. A systems-level analysis project requires the stu-

dents to analyze a multistage amplifier with a DC power 

supply. The students analyze the individual circuits and then 

integrate their results to obtain the systems-level parame-

ters.  

 

In the software and hardware design classes, the con-

cepts of robotics are introduced. The software class focuses 

on programming fundamentals and the project lab class fo-

cuses on hardware concepts. The Robotics Club builds on 

the fundamentals of the aforementioned classes and inte-

grates the electronic, mechanical, and programming con-

cepts involved in the analysis, design, and construction of 

robotic systems and focuses on systems integration of these 

systems. 

 

INTERCONNECTED SYSTEMS IN ENGINEERING 

TECHNOLOGY  
——————————————————————————————————————————————–———— 
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Fiber Optics Communication System 
 

The Computer and Electrical Devices Applications 

course places an emphasis on technology topics in computer 

engineering. The class discusses electronics applications in 

BJT switching and amplification, and the students perform 

related experiments. The course also introduces Program-

mable Logic Devices (PLDs), by using very high speed in-

tegrated circuit hardware description language (VHDL) to 

program a field programmable gate array (FPGA). 

 

The course also includes systems engineering activities. 

This study focused specifically on this area of the course. 

The project of interest is one where the students build a sim-

ple fiber-optic communication system in discrete stages and 

then integrate them to make a complete system. The chal-

lenges in this experiment are designed to mimic the con-

straints a student would face in real-world engineering-

design problems. These challenges include: 

● Time constraints 

● System complexity 

● Working with multiple teams 

● Being judged on the work of the team and NOT the 

individual team member‘s performance 

 

This laboratory experiment has to be completed in the 

three hours allocated. The groups work simultaneously to 

complete their own sub-systems in a single three-hour lab 

session at QCC. Typically, students who pace themselves 

and accept the challenge are able to work efficiently and 

complete the assignment within the time constraints. How-

ever, easily distracted students do meet the time constraints. 

 

One of the challenges of this laboratory exercise is to 

experience what it is like to function as a team to build a 

complex system. The individual stages consist of circuits 

that can all be breadboarded. These circuits contain compo-

nents such as operational amplifiers (op amps), BJTs, and 

photodiode transmitter and photodiode receiver pairs. The 

entire system could be built sequentially by one team of 

students. However, the work is divided amongst three teams 

that work simultaneously. This divide-and-conquer method 

is a common practice for larger engineering projects. The 

work is divided into smaller, manageable portions in order 

to shorten the project development time. The team will then 

combine their work at the end of the experiment to build a 

larger system. The functionality of the larger system will 

depend on the success of each individual team‘s ability to 

deliver quality work and function as a member of a team. 

The total system is divided into three sections and each sec-

tion has a team working to deliver a functional block.  

Figure 1. Fiber Optic Communication System 

 

The system is made up of three stages and is divided 

amongst the three teams, as shown in Figure 1. The success 

of the system depends on the success of the individual 

teams. To emphasize this, the teams must combine their 

individual efforts to obtain an operational system. Each 

team must build, test and troubleshoot their individual 

stages. The stages are then combined to build a larger sys-

tem. This entire system is integrated and tested at a higher 

level.  

The students are judged on the work of the team and 

NOT the individual team member‘s performance. The grade 

for the lab will be evaluated on total, overall team perform-

ance and not on individual contribution. 

 

Power Supply and Amplifier System 
 

This section highlights the synthesis of a power supply 

and cascaded amplifier stages. The goal of the amplifier 

design is to obtain a voltage amplifier with the following 

characteristics:  

 

● Relatively high voltage gain magnitude 

● Relatively high input impedance 

● Relatively low output impedance 

 

The individual stages are synthesized into the amplifier sys-

tem shown in Figure 2. 

Figure 2. Amplifier System 
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The amplifier system typically consists of multiple 

stages, including common-emitter with voltage-divider bias 

and emitter-follower with emitter-stabilized bias configura-

tions. The students learn that it is necessary to take a sys-

tems approach to the amplifier design in order to meet the 

given specifications of voltage gain, input impedance, and 

output impedance. The common-emitter stage provides rela-

tively high voltage and current gains. The emitter-follower 

stages provide high input impedance and low output imped-

ance, with a voltage gain that is typically slightly less than 

one. Stage one is an emitter-follower with gain AV1 and rela-

tively high input impedance, ZIN1. Stage two is a common-

emitter amplifier with relatively high voltage gain, AV2. 

Stage three is an emitter-follower with gain AV3 and rela-

tively low output impedance, ZOUT.  

 

The overall voltage gain, taking individual stage loading 

into account, is: 

 

           (1) 

 

The system input impedance is: 

 

            (2) 

 

The system output impedance is: 

 

           (3)  

 

Typically, it would not be possible to design a single-

stage amplifier with all of the desired characteristics. A 

block diagram approach is used to provide a synopsis of the 

amplifier system, and then the amplifier circuitry is ana-

lyzed in detail to find the overall voltage gain, input imped-

ance and output impedance, based on each stage and the 

interaction between stages. The students learn very impor-

tant system concepts such as the loading effect of each stage 

on the previous stage. Furthermore, the students learn that 

the overall voltage gain is the product of the individual volt-

age gains of the stages, taking loading into account. The 

amplifier and power-supply designs are synthesized into a 

complete system, which meets the design criteria.  

 

Also discussed are Bipolar Junction Transistor (BJT) 

amplifier designs, including both the common-emitter and 

emitter-follower configurations with fixed-bias, emitter-

stabilized bias, voltage-divider bias, and collector-feedback 

bias. Amplifiers based on Field-Effect Transistors are also 

discussed in the electronics course. The BJT amplifiers typi-

cally use voltage-divider bias for the common-emitter am-

plifier stage and emitter-stabilized bias for the emitter-

follower stage because they provide good biasing stability 

and allow the Quiescent Operating Point to be centered on 

the load line for each stage. The students use the superposi-

tion theorem to analyze the circuit by first analyzing the DC

-biasing circuit and then analyzing the AC equivalent cir-

cuit.  

 

The students gain a deeper understanding of systems 

engineering problems by using component models and ap-

proximations, which hold in the normal active region of 

transistor operation. The fact that the optimum location of 

the quiescent operating point is at the center of the load line 

is evaluated in order to obtain the maximum possible sym-

metrical peak-to-peak unclipped output signal. In addition 

to the detailed analysis of the amplifier circuit schematic, 

the two-port representation of an amplifier system and the 

individual stages is discussed. The students learn that the 

input circuit of the amplifier can be represented by the input 

impedance and the output circuit of the amplifier can be 

represented by a Thévenin equivalent circuit. The two-port 

model can then be used to represent each stage of a cas-

caded amplifier system, which can be analyzed using a sys-

tems approach.  

 

The discussion is then expanded in the electronics course 

beyond the amplifier to include the analysis of a linear DC 

power supply consisting of a transformer, full-wave bridge 

rectifier, capacitor filter, and voltage-regulator circuit, as 

shown in the block diagram in Figure 3. 

Figure 3. DC Power Supply Block Diagram 

 

The voltage regulator contains a series pass transistor, 

zener diode, and resistors. The power-supply circuit is ana-

lyzed in stages beginning with only a transformer and recti-

fier and culminating in the analysis of the entire circuit. A 

block diagram is used to represent the function of each stage 

and then the power-supply circuitry is analyzed in detail. 

The DC component and approximate AC ripple-voltage 

component are calculated at the output of the filter stage and 

then at the output of the regulator stage. A laboratory ex-
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periment is performed where the students analyze and con-

struct an entire DC power supply.  

 

The students solve analysis and design problems related 

to amplifiers and power supplies on homework assignments. 

The design problems consist of power supply and amplifier 

circuits, where the desired currents and voltages are pro-

vided and the students have to calculate the required compo-

nent values or the required power supply voltage for an am-

plifier. Most of the students are able to complete all of the 

analysis problems perfectly. However, the design problems 

present a much greater challenge.  

 

The students build amplifier and power-supply circuits 

in the laboratory, which they also analyze theoretically. The 

measured results are compared to the theoretical results us-

ing percent difference calculations and the students are 

asked to explain the sources of discrepancies in their labora-

tory reports. A systems-level approach is taken in the analy-

sis where, for example, the behavior is compared to home 

stereo equipment. The operation of an amplifier circuit is 

also simulated using circuit simulation software and the 

results are compared to the measured and calculated values. 

Therefore, the students obtain real-world experience in the 

systems design process. They also observe the importance 

of the final system design step, which includes breadboard-

ing, and taking measurements. The final design step will 

often indicate that the design may need to be modified to 

function properly.  

 

The amplifier analysis is performed using an ideal model 

for the DC voltage source in order to simplify the sche-

matic. After performing the complete amplifier analysis, the 

overall amplifier and power-supply system is represented by 

a block diagram. The complete schematic of the amplifier 

and power-supply system is then drawn showing the cir-

cuitry of the actual amplifier and power-supply sections in 

detail. This system is a synthesis of the amplifier and power

-supply subsystems, along with many of the concepts pre-

sented in the DC circuit course, AC circuit course, and the 

electronics course. 

 

Robotic Systems 
 

A robotic system is the third example of our approach to 

teaching systems concepts. The goals are to design robotic 

systems which utilize the following ideas: 

 

● Hardware modules 

● Software concepts 

● System Integration of hardware and software  

 

In the hardware project laboratory, the hardware modules 

that are common to all robots are examined. These include 

contact and infrared sensors, closed-loop control systems 

using a microprocessor, servo motors and H-bridge motor 

interfaces in robotics applications.  

 

Students are required to complete a project laboratory in 

which they build a programmable robot. The project class is 

a requirement for students completing the Computer Engi-

neering Technology degree program (A.A.S.). The approach 

to the hardware project laboratory class at QCC focuses on 

digital and analog electronic circuit theory, and some me-

chanical concepts. The learning objectives are for students 

to understand electronics as related to applications in robot-

ics. Students also obtain practical experience in trouble-

shooting electronic circuits and motor controllers, as well as 

using effective instrumentation and measurement tech-

niques. The students should have prior knowledge of digital 

systems, including memory, memory interfacing and I/O 

systems. The students also need to know the basic theory 

and operation of electronic devices including semiconductor 

switching diodes, zener diodes, and transistors. The students 

use the schematic and block diagrams to troubleshoot the 

digital and analog electronic systems of the robot in order to 

solve any functional problems, as shown in Figure 4.  

Figure 4. Typical Robotic System Block Diagram 

 

The unique feature of the robot used in the project lab 

class is that it consists of discrete subsystems, which include 

power supplies, clock oscillators, memory, digital logic cir-

cuits, transistor drivers, and motors. The students build and 

test each of these subsystems in a sequential manner, and 

then integrate them into a functional robot. The students 

build a programmable robot from components in stages, 

which are then integrated into an autonomous system. The 
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components are soldered to a printed circuit board, which is 

then mounted to a mechanical chassis assembly that consists 

of motors and gears. The motors and gears used in the me-

chanical assembly of the robot provide the steering function. 

The robot is then programmed by a keypad to follow the 

designated instructions.  

 

To program this robot, instructions are fed through a 

keypad that connects directly to the memory load sequence 

circuit, which incrementally loads each command into 

memory. The instructions for the robot are programmed into 

memory in the desired order such that the robot can navi-

gate through its environment. The robot exits the program-

mable mode and enters the execute mode upon removal of 

the keypad. The instructions are read from memory in the 

order in which they were programmed and are repeatedly 

executed in a continuous loop. This method is fully utilized 

in a robot that has to perform monotonous tasks such as 

those on a manufacturing assembly line. Students gain a 

great deal of exposure to analog, digital and mechanical 

theory by building this robot. They have the opportunity to 

observe how all of these systems work individually and 

together as a whole. 

 

The software class focuses on programming applications 

as they relate to robotics. The programming class builds on 

the aforementioned hardware concepts to introduce topics in 

robotic control from a software point of view. The program-

ming class uses Visual Basic to reinforce programming con-

cepts. Once the students have mastered these topics, they 

begin to use their knowledge of robotics hardware and soft-

ware to solve a challenge. Students learn how to control the 

servo motors by using pulse width modulation (PWM) at 

the appropriate microcontroller output. Students write the 

interrupt service routines that will process any interrupts 

generated. The students apply programming concepts such 

as looping, decision making, processing and I/O operations 

to autonomous robotics applications.  

 

After the hardware and software fundamentals are estab-

lished, the students are given a design challenge. The chal-

lenge is to build an autonomous robot that will exhibit ran-

dom wandering with object detection and avoidance behav-

ior. This challenge is divided into several manageable tasks, 

which are implemented by various student teams. These 

tasks include object detection, motor control, obstacle 

avoidance, and displaying status information. 

 

 

Object detection can be handled in one of two methods. 

The students can use a sensor, which is designed to open or 

close a switch upon contact with an object. The change in 

the state of the switch generates an interrupt, which is ser-

viced by the microcontroller. An alternate method is to use 

an infrared sensor to detect a reflected light beam of an ob-

ject ahead. The preferred method is the non-contact tech-

nique, which uses infrared sensors. After the robot has de-

tected its proximity to an approaching object, it uses that 

information to avoid contact. The robot uses two sensors to 

detect whether the obstacle is on the left or right side. The 

robot uses this knowledge to pivot or turn in order to navi-

gate around the object. When necessary, the software is 

used to alter the direction of the robot‘s movement by con-

trolling the pulse and duration of either the left or right 

servo motors. The challenge comes from the student having 

to generate the code needed to turn the robot by +90, 180, or 

-90 degrees.  

 

The work done by the three teams is synthesized to ob-

tain an autonomous robot that will execute random wander-

ing with obstruction-avoidance behavior. The microcontrol-

ler program must monitor the sensors, process information 

by executing computation and decision-making statements, 

and then update outputs. Monitoring the sensors and updat-

ing the outputs requires the consideration of real-time con-

straints, which are unique to embedded systems program-

ming and robotics. The flowchart of Figure 5 demonstrates 

the algorithm needed to accomplish this task. 

 

Figure 5. Design Flow Chart 
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Summary 
 

Systems engineering concepts are divided among vari-

ous courses in the curriculum at Queensborough Commu-

nity College, in spite of there not being a dedicated systems 

engineering program. It is an important, but sometimes 

overlooked, concept. For the success of any real-world engi-

neering product, hardware and software developers must 

work in groups for efficacious product design and imple-

mentation. The characteristics of a systems engineering ap-

proach are: Teams work in parallel to shorten the develop-

ment cycle; complex projects are broken down into simpler 

and more manageable modules; and overall success of the 

project depends on each team delivering a quality subsys-

tem. These subsystems are then synthesized into a larger 

system. The concept of team recognition is appreciated 

rather than just recognizing the contributions of the individ-

ual members. 
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Abstract  
 

For our nation to maintain its competitive edge in the 

global economy, the pipeline of interested and qualified 

students prepared to enter science, technology, engineering 

and math (STEM) careers must be increased. To help ad-

dress this problem, Central Connecticut State University 

received funding from NASA to conduct an innovative, 

extracurricular program, ―Go For Aerospace!‖ (GFA). Cur-

rently entering its third year, GFA reaches out to high 

school juniors, especially those from underrepresented 

groups, with high potential in math and science and fosters 

their interest in engineering and related fields.  

 

The year-long program begins in the fall with a kick-off 

event for students and parents. In the spring, students work 

with university faculty and students on engineering projects 

and visit industrial aerospace facilities to tour labs and 

speak with practicing engineers. The program culminates 

with a 10-day residential Summer Institute. Students spend 

four days on campus participating in varied activities, in-

cluding a rocket design competition and 3-D simulation 

workshop; they next travel to NASA‘s Goddard Space 

Flight Center for a four-day visit where they learn about 

state-of-the-art technology firsthand from NASA scientists 

and engineers.  

 

To evaluate the immediate and longer-term impact of 

GFA, research is being conducted using the National Sci-

ence Foundation-funded AWE pre-college outreach sur-

veys. Data is also being collected on the future college 

choices of participating students. Through a follow-up, 

multi-year study, we will be able to assess the overall effec-

tiveness of our approach and make continual improvements 

to the program.  

 

Introduction 
 

Need for STEM Talent in the U.S. and  

National Statistics 
 

Long-term growth in the number of positions in science 

and engineering has far exceeded that of the general work-

force, with more than four times the annual growth rate of 

all occupations since 1980 [1]. Recent occupational projec-

tions from the Bureau of Labor Statistics [2] forecast that 

total employment in engineering fields will grow by ap-

proximately 10% between 2008 and 2018. While the out-

look varies by discipline, aerospace engineering is expected 

to follow this trend in response to a growing demand for 

new technologies and new designs for commercial and mili-

tary aircraft over the next decade. Thus, the employment 

outlook for aerospace engineers appears favorable. 

 

In spite of these promising job prospects, recruitment for 

science and engineering programs is a real challenge for 

most universities nationwide. According to the recent Con-

gressionally requested report, Rising Above the Gathering 

Storm: Energizing and Employing America for a Brighter 

Economic Future, in South Korea, 38% of all undergradu-

ates receive their degrees in natural science or engineering. 

In France, the figure is 47%, in China, 50%, and in Singa-

pore, 67%. In the United States, the corresponding figure is 

only 15% [3]. This is one of the most serious issues our 

nation will face over the next decade, as the current science 

and technology workforce retires without a pipeline of 

workers to replace them. The aerospace industry is one such 

example of this looming crisis. Of the 600,000+ aerospace 

workers employed in 2006, ~26% are eligible for retirement 

this year, but only 40,000 graduating engineers are qualified 

to work in the industry [4].  

 

Although the number of degrees granted in aerospace 

engineering has begun to increase after many years of de-

cline, new graduates continue to be needed to replace aero-

space engineers who retire or leave the occupation for other 

reasons [2]. If the United States is to maintain its competi-

tive edge in the global economy, the pipeline of interested 

and qualified students prepared to enter STEM careers must 

be increased. Yet recent results from a survey by the Ameri-

can Society for Quality (ASQ) revealed that more than 85% 

of students today are not considering careers in engineering 

and that more parents encourage their daughters to become 

actresses than engineers. Forty-four percent (44%) of survey 

respondents cited a lack of knowledge around engineering 

as the top reason they would not pursue such jobs. Another 

30% listed the ―geek‖ perception as their top reason, indi-

cating that ―engineering would be a boring career,‖ accord-
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ing to the ASQ [5]. 

 

Equally alarming, international comparisons of student 

mathematics and science performance indicate that U.S. 

students scored below average among industrialized coun-

tries [6]. Out of the 57 countries participating in the 2006 

Program for International Student Assessment (PISA) ex-

amination, which is designed to assess students‘ abilities to 

apply scientific and mathematical concepts to real-world 

problems, U.S. 15-year-olds scored lower than 23 and 31 

nations in science and math literacy, respectively [7]. Fur-

thermore, the retention rate for engineering students is one 

of the lowest among all college majors; one-third of all U.S. 

students intending to pursue engineering switch majors be-

fore graduating [3]. 

 

Demographic Disparities in Math and Sci-

ence Achievement 
 

According to the National Science Board‘s Science and 

Engineering Indicators 2008 [6], there are significant racial 

and ethnic gaps in science and mathematics performance, as 

evidenced by studies that follow the same groups of stu-

dents as they progress through school. These studies ―reveal 

performance disparities among demographic subgroups 

starting when they enter kindergarten… Although all sub-

groups made gains in mathematics and science during ele-

mentary school, the rates of growth varied and some of the 

achievement gaps widened.‖ Similar gaps were observed in 

rates of immediate college enrollment for Black and His-

panic students as well as those from low-income and poorly 

educated families, who trail their white counterparts, or 

those from high-income and well-educated families [6]. 

Connecticut has the largest achievement gap between urban 

and suburban school districts in the country, with the great-

est concentration of population in the cities and ring-towns. 

The largest cohort of our future workforce is comprised of 

these most at-risk students [8].  

 

The outlook is also bleak in higher education. Nation-

wide statistics [9] show that in 2003, 68.3% of engineering 

degrees were awarded to Caucasians, 14% to Asian-

Americans, 5.1% to African-Americans, 5.4% to Hispanic 

students and 7.2% to others. It is important to note that since 

1999 there has been a declining trend in the number of His-

panic and African-American students among all engineering 

graduates. At the same time, the percentage of bachelor‘s 

engineering degrees awarded to women is around 20%, an-

other indication of the declining trend. For women in me-

chanical and aerospace engineering, the numbers are only 

13.2% and 18.8% respectively.  

 

Effects of Early Experiences on Interest, 

Retention, and Success  
 

The idea to engage students in early, hands-on experi-

ences as an authentic scientist or engineer is not a new one. 

However, it is only in recent years that extensive, formal 

research examining the outcome of these opportunities has 

emerged. According to the 2008 Science and Engineering 

Indicators, ―There is now a growing body of literature that 

examines the results of such efforts and analyzes them for 

their effect on at least one of the following outcomes: stu-

dent attitudes toward science, student research skills, stu-

dent confidence in his or her ability to become a scientist or 

engineer, and retention of students within the field‖ [6]. In 

general, these studies have shown increases in students‘ 

interest in and understanding of the research process and the 

strategies and tools that scientists use to solve problems, and 

a broader sense of career options in the field [10]. A number 

of studies found that students with a broader range of abili-

ties as well as underrepresented minority students were 

more likely to stay in or switch to a science or engineering 

major and pursue science or engineering graduate education 

because of an early experience with a working scientist or 

engineer [11-15].  

 

Local Aerospace Industry Workforce 

Needs  
 

Connecticut has relied heavily on defense and advanced 

manufacturing industries to fuel the statewide economy with 

high-quality, high-paying jobs for several decades. Now, we 

are facing a critical window for economic transformation 

from an industrial base to 21st-century high-tech occupa-

tions. High-technology companies form a large, growing 

sector of the state‘s economy, with growth in STEM occu-

pations projected at 13.5% from 2004 to 2014, compared 

with Connecticut‘s overall projected employment increase 

of 8.5%. The highest numbers of annual openings in STEM 

occupations are projected in the computer science and engi-

neering fields [16]. 

 

There is a particularly strong need for graduates profi-

cient in the area of aerospace engineering in Connecticut. 

Several large, internationally known companies employing 

aerospace engineers maintain a significant presence in the 

state, including General Dynamics and United Technologies 

Corporation and its subsidiaries: Sikorsky Aircrafts, Hamil-

ton Sundstrand, and Pratt & Whitney. Additionally, there is 

a significant number of small- to medium-sized high-tech 

manufacturing companies in Connecticut that represent a 

critical component of the aerospace and defense industries‘ 

supply chain. However, recent statistics from the Connecti-
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cut Department of Labor in aerospace, computer and electri-

cal engineering [17] suggest a gap between the projected 

availability of engineering jobs and the number of qualified 

graduates to fill them.  

 

In a 2008 interview, the Commissioner of Higher Educa-

tion in Connecticut drew attention to this gap, noting that 

while an estimated 754 engineering jobs would become 

available in the state that year, only 614 qualified graduates 

would be produced to fill them [18], a condition worsened 

by the known outflow of engineering graduates from the 

state [19]. According to regional graduate retention data 

[19], only 27% of graduates intend to stay in the area, while 

45% plan to leave after graduation. This makes the shortage 

of engineers even more severe than statistics of openings 

versus graduates illustrate, and further highlights the impor-

tance of retaining young engineers in Connecticut. 

 

To help meet our growing workforce needs, it is essen-

tial that higher education and industry join together and 

reach out to students to encourage their interest in the sci-

ences, and provide mentoring and support as they graduate 

and go on to college. Central Connecticut State University 

(CCSU), with its cadre of well-qualified faculty, its central 

location, and its close ties with local industries and schools, 

can provide this mentoring and outreach and, specifically, 

can encourage student interest in mechanical/aerospace en-

gineering and provide a quality undergraduate program. 

According to Connecticut State University System Statisti-

cal Reports, over 85% of CCSU‘s undergraduates and 91% 

of its graduate students remain in the state, positioning the 

University as a key player to alleviate shortages in the me-

chanical engineering/aerospace specialty areas.  

 

Program Description 
 

Overview and Objectives 
 

CCSU received funding from NASA to conduct an inno-

vative, extracurricular program, ―Go For Aero-

space!‖ (GFA). This year-round program for high school 

students and teachers is designed to foster students‘ interest 

in and readiness for participation in aerospace engineering 

and related fields. The GFA program has the following spe-

cific goals:  

 

● Expose high school students, especially those from un-

derrepresented groups, to career paths related to aero-

space engineering;  

● Conduct research about the effects of the GFA program 

to enable rigorous assessment of this and other student 

outreach projects; and  

● Contribute to the research knowledge base about STEM 

career preparation through dissemination of informa-

tion about the program and its resources, and insight 

gained from the program‘s development and implemen-

tation. 

 

Selection Process  
 

The selection process is an extremely important part of 

the entire project. Results from surveys of technology stu-

dents (Figure 1) indicate that math and science teachers can 

have a significant impact on the decisions of prospective 

engineers [20]. This important fact defined the strategy that 

we use to recruit each cohort of students. We began by first 

assembling the math and science supervisors from several 

high-need school districts in order to provide them with an 

overview of our new program and the desired profile of 

qualified student candidates, i.e., high school juniors with 

high potential in math and science, who are undecided about 

their college plans. A recent survey of college graduates 

showed that 48% of those who chose to pursue engineering 

did so during grades 11-12 [21]. The district supervisors 

then passed this information along to their high school math 

and science teachers, who proceeded to nominate students 

for the program using application forms we specifically 

developed for GFA. 

Figure 1. Activities that Inspired Survey Respondents to Con-

sider Being an Engineer/Technology Professional 

 

An overview of the year-long GFA program is provided 

in Figure 2 and each of its three main components are de-

scribed below. We are currently in our third year of the pro-

gram. 



——————————————————————————————————————————————–———— 

 

Figure 2. Go For Aerospace! at a Glance 

 

Fall  
 

Recruitment is conducted in early fall of each year of the 

program. The student selection process is an important part 

of the project and is accomplished through nomination by 

math and science teachers in four urban school districts 

throughout the state. This allows for identification and men-

toring of talented students, especially among underrepre-

sented groups, who might otherwise not pursue a degree in 

engineering and perhaps not even consider a college educa-

tion at all.  

 

Based on their recommendations, more than 40 high-

achieving high school juniors have been selected over the 

first two years of the program (demographic data provided 

in Figures 3 and 4) and the current cohort consists of 45 

students (demographic data compilation still in progress). 

Each year, a kick-off dinner has been held on our campus 

with keynote speakers including a Coast Guard Aviator and 

NASA Astronaut as well as an aerospace engineer, who 

designed equipment for multiple NASA missions and a 

woman, who is one of seven teachers selected nationwide as 

the first astronaut-teachers to participate in the nonprofit 

Teachers in Space program. Also in attendance at the kick-

off were the University‘s President, Provost and special 

guests from industry and public education, as well as many 

of the students‘ nominating teachers and parents. In a recent 

installment in the Harvard Family Research Project‘s series 

of evaluation briefs, ―Issues and Opportunities in Out-of-

School Time,‖ Lauver et al., list effective outreach to fami-

lies among the key strategies for getting students into pro-

grams and sustaining their participation [22]. This under-

scores the importance of parent involvement.  

Figure 3. Race/Ethnicity and Gender Distribution of 2008-2009 

Go For Aerospace! Participants 

Figure 4. Race/Ethnicity and Gender Distribution of 2009-2010 

Go For Aerospace! Participants 

 

Spring 
 

During the spring, students participate in four sessions, 

the aim of which is to provide an informed understanding of 

the engineering profession in general, as well as an appre-

ciation of what a typical engineering job in the aerospace 

industry might involve. One Friday per month between Feb-

ruary and May, students are transported from their respec-

tive high schools to our campus, where they spend the 

morning working with University faculty and students on 
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projects related to mechanical and aerospace engineering. 

After lunch on campus, the students visit industrial aero-

space facilities to tour research and manufacturing labs and 

speak with practicing engineers. Each month the students 

visit a different company.  

 

Two workshops were developed specifically for the on-

campus (morning) component of these spring sessions. Each 

is divided into two sessions so that the first workshop takes 

place over the first two visits and the second occurs during 

the latter half of the semester (see Figure 1, ―Go For Aero-

space! at a glance‖). All workshops begin with a brief lec-

ture introducing students to the relevant theory and its appli-

cations. 

 

Rocket Design and Building Workshops  
 

Teams of two students calculate the performance (thrust, 

altitude and flight time) and main geometrical parameters of 

a rocket using NASA‘s Rocket Modeler software. They next 

use these parameters to design and build water bottle rock-

ets from 2-liter soda bottles. The final event of this work-

shop is a launch competition (Figure 5) in which altitude is 

measured and compared with the calculated (theoretical) 

altitudes. Student teams receive awards for the highest alti-

tude and best correlation between experimental results and 

theoretical predictions. 

Figure 5. Undergraduate Assistant Helps GFA Student Pre-

pare her Rocket for the Launch Competition 

 

Airfoil Design and Testing Workshops 
 

The objective of this workshop is to introduce students 

to the main principles behind flight dynamics. Using the 

fundamental laws of high school physics along with the 

concepts of lift and drag, students learn which wing and 

airfoil designs provide high lift and low drag. The main 

parts of airplanes and their functions are also introduced. 

These theoretical concepts are reinforced by a hands‐on 

activity in which students use software to choose the ge-

ometry of an airfoil, which is then cut and tested to measure 

its lifting force (Figure 6). 

Figure 6. Undergraduate Assistant Helps GFA Students Test 

Their Airfoil Designs 

 

Summer 
 

The program culminates with a 10-day residential Sum-

mer Institute. Students first spend four days on our campus 

participating in a wide variety of engineering-related activi-

ties that require team-building and hands-on inquiry to de-

velop critical-thinking and problem-solving skills and en-

courage engineering creativity. These include materials test-

ing and wind-tunnel experiments, as well as rides on our 

student-designed and built ―Moon Buggy.‖ Students are 

also taken on a guided tour of the New England Air Mu-

seum (Figure 7) as well as the Connecticut Center for Ad-

vanced Technology, where they participate in a 3-D simula-

tion workshop. An Apollo 13 movie night and planetarium 

show/observatory viewing are included in the scheduled 

evening activities, along with some unstructured but super-

vised time for the students to explore and familiarize them-

selves with the University campus recreational offerings, 

including the athletic facilities and student center. Our hope 

is that this experience will instill more confidence in any 

students who might feel apprehensive about living on a col-

lege campus. 

 

A third faculty-developed workshop is another important 

element of the on-campus summer program activities. 

Building on their prior rocket-design challenge, students are 

this time tasked with designing, assembling and launching a 

low-thrust solid-propellant rocket. As with the first launch 

competition, altitude is measured and compared with pre-
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dicted values and prizes are awarded to the best designs. 

The event is scheduled for a Saturday afternoon, immedi-

ately following a family brunch at which parents are pro-

vided with an overview of the itinerary for the upcoming 

five-day trip to the NASA/Goddard Space Flight Center 

(GSFC) and then invited to stay for the launch competition. 

Figure 7. GFA Students at the New England Air Museum 

 

The next morning, the GFA students, along with partici-

pating faculty members and undergraduate assistants, travel 

to the Goddard Space Flight Center in Greenbelt, MD, for a 

four-day visit, where they learn about state-of-the-art aero-

space technology firsthand from NASA scientists and engi-

neers (Figure 8).  

Figure 8. GFA Student with NASA Scientist Aprille Ericsson 

Program highlights include a visit to the nearby neutral-

buoyancy lab at the University of Maryland, Baltimore 

County (Figure 9), as well as a guided tour through several 

of NASA‘s testing facilities. Students are also taken to the 

Smithsonian Institution's National Air and Space Museum 

in Washington, D.C.  

Figure 9. GFA Students at the University of Maryland’s Neu-

tral Buoyancy Lab 

 

Program Assessment and  

Dissemination 
 

A growing body of literature suggests that students‘ atti-

tudes toward science, research skills, confidence in their 

ability to become scientists and engineers, and retention in 

these fields can be positively impacted by early exposure to 

and engagement with scientists and engineers working in 

the field. To evaluate the immediate- and longer-term im-

pact of the GFA program activities on students‘ awareness 

of and interest in STEM-related fields, as well as their per-

ceived preparedness to pursue STEM-related careers, re-

search is being conducted using the National Science Foun-

dation-funded AWE pre-college outreach surveys, ―Pre- and 

Post-Activity Survey for High-School-Aged Participants – 

Engineering ‖[23]. These pre- and post-activity question-

naires are self-report instruments designed to measure the 

degree to which specific activities aimed at increasing inter-

est in STEM-related careers have achieved their stated ob-

jectives.  

 

Pre- and immediate post-program data was collected 

from participants before and after the 2008-2009 and 2009-

2010 programs. Permission was obtained from CCSU‘s 

Institutional Review Board and students‘ identities were 

kept anonymous by use of identification numbers kept sepa-

rate from survey instruments. All questions were optional. 

Figures 10 and 11 show students‘ responses to the question, 
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―If you go to college, do you think you will pursue a career 

in an engineering-related field?‖, both before and after the 

2008-2009 and 2009-2010 programs, respectively. Figures 

12 and 13 show their responses to the related question, ―In 

your future, do you think you want to be an engineer?‖ For 

both questions, the number of students responding ―Yes‖ 

increased, with even greater gains realized in the second 

year of the program. 

Figure 10. Impact of GFA on Student Plans to Study Engineer-

ing in College (2008-2009 data, n=20) 

Figure 11. Impact of GFA on Student Plans to Study Engineer-

ing in College (2009-2010 data, n=23) 

 

In the immediate post-program survey, students were 

also asked the question, ―How much did participating in this 

program impact each of the following?‖, for eight different 

items related to students‘ attitudes, plans and understand-

ings: 1) better understanding of engineering, 2) better under-

standing of career goals, 3) increased interest in studying 

engineering, 4) thinking more about post high school plans, 

5) decided to work harder in school, 6) will take different 

classes (including college), 7) more confidence to succeed 

in engineering, 8) more confidence to do engineering activi-

ties. In each category, more than half of all students in both 

cohorts reported that the program had impacted them either 

moderately or a great deal (see Figures 14 and 15). 

Figure 12. Impact of GFA on Student Plans to Become an En-

gineer (2008-2009 data, n=20) 

Figure 13. Impact of GFA on Student Plans to Become an En-

gineer (2009-2010 data, n=23) 

Figure 14. Impact of GFA on Students’ Attitudes, Plans and 

Understandings of Career Goals (2008-2009 data, n=20) 
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Figure 15. Impact of GFA on Students’ Attitudes, Plans and 

Understandings of Career Goals (2009-2010 data, n=23) 

 

Listed below are several students‘ responses to the post-

program survey question, ―What did you like best about this 

program?‖ 

 

● ―I liked the fact that we got to learn more about the 

different fields of engineering and were allowed to ask 

questions in order to clarify the disadvantages and ad-

vantages of careers in the engineering fields.‖ 

● ―I loved being exposed to the whole aerospace industry 

and seeing all of the different types of jobs involved 

with it. In addition, I enjoyed meeting kids from other 

schools who had similar interests to me.‖ 

● ―I loved the tour of the NASA facility with the Hubble 

telescope, the Smithsonian visit, and seeing different 

jobs available to engineers.‖ 

● ―As a whole, meeting other people, and learning scien-

tific concepts. Specifically, the trip to the planetarium 

where we learned about inspiration, physics, and as-

tronomy.‖ 

● ―I liked visiting sites related to aerospace. I learned and 

saw much of what engineers do.‖ 

● ―Meeting new people and learning about all the engi-

neering possibilities.‖ 

● ―I got to meet different kids and learned about engi-

neering.‖ 

● ―I liked being exposed to careers, people, and ideas that 

were previously unknown to me.‖ 

● ―Meeting other students from other schools and learn-

ing about career opportunities.‖  

● ―I liked the fact that everyone looked out for one an-

other or when needed help and I felt that I learned a 

lot.‖ 

● ―All the tours we went on because I was able to inspire 

my future there; and maybe work there. Also the speak-

ers had great topics that we wanted to learn more! Plus 

all of the places we went to the entire program were 

super cool.‖ 

 

Students were also asked, ―If you were in charge, how 

would you change this activity?‖, and the most popular sug-

gestion was for the program coordinators to increase the 

number of hands-on activities. 

 

Along with the pre- and immediate post-surveys, the 

AWE set of instruments also includes a long-term follow-up 

version, which can be used to record, among other informa-

tion, students‘ post-high-school plans. As this data is di-

rectly related to our goals, it is of critical importance to us. 

As such, a third, follow-up version of the AWE survey was 

sent to the 2008-2009 cohort by mail in February 2009 in 

hopes of determining which colleges and degree programs 

our past participants had selected. Disappointingly, no re-

sponses were received despite multiple mailings. We next 

sent out a SurveyMonkey™ version of the same survey via 

email and through a Facebook™ group, which had been 

created for that GFA cohort; however, this, too, yielded a 

very poor response rate (n=2). Ultimately, a much shorter, 

four-question survey was created using Google™ Docs and 

distributed via Facebook. This yielded the most successful 

response rate (n=10) and our results are summarized in Ta-

ble 1. As the data demonstrates, our program was influential 

in 4 of the 10 respondents‘ decisions to pursue a STEM 

major in college. 

 

Limitations 
 

Although the initial results are promising, our research 

was not without limitations such as the small sample size of 

approximately 20 students per year for each of the first two 

years. While our current cohort is larger (45), the numbers 

are still somewhat modest. In addition, we had not antici-

pated the level of difficulty that we encountered in collect-

ing survey information from past participants after they left 

the program. In the future, we plan to continue to pursue the 

use of social networking software as a means of collecting 

follow-up survey data since, not surprisingly, this appears to 

be the most likely way to reach our target audience. In spite 

of these limitations, we feel that our results will nonetheless 

be of interest to members of the community wishing to im-

plement similar programs at their institutions. 

 

Conclusions and Future Directions 
 

Overall, we feel that the GFA Program has been success-

ful. However, based on student feedback as well as our own 

observations, we have made several modifications along the 

way. For instance, we have added more hands-on activities, 

especially during the Summer Institute, and allotted more 

time to familiarize students with the equipment available in 

our University labs. We have also interchanged the two 
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spring workshops so that the rocket launch, which must be 

conducted outdoors, will take place during the warmer 

months. 

 
Table 1. Long-term Follow-up Survey Results (2008-2009 data) 

 

Our data collection is ongoing and we plan to continue 

to disseminate our results. Through a follow-up, multi-year 

study, we will be able to assess the overall effectiveness of 

our approach and make continual improvements to the pro-

gram. The results of our research will also be important in 

identifying potential strategies for similar outreach pro-

grams and will, thereby, impact the STEM education field 

in general. Ultimately, it is hoped that information derived 

from this project will demonstrate how the GFA program 

can be adapted by other organizations and to other STEM 

disciplines, thus further growing and developing the STEM 

talent pipeline.  
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COMPUTING THROUGH SERVICE LEARNING  
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Patricia Backer, Belle W.Y. Wei, Janet Sundrud, San José State University 

Abstract 
 

The Hispanic Computer Brigade (HCB) program at San 

José State University (SJSU) is aimed at recruiting and re-

taining Hispanic high school students into computing. De-

signed as an informal education program, it incorporated 

socio-cultural methodologies and best practices that have 

been found to be effective with Hispanic learners. The HCB 

program consisted of a one-week residential summer camp, 

the Silicon Valley Computer Camp, and after-school HCB 

Clubs. The Camp taught students basic computing hardware 

and software skills and the HCB Clubs engaged them in 

using these skills to undertake computing service-learning 

projects throughout the academic year. To support their 

learning, we created a network of peers, teachers, family 

members, mentors, and computer professionals.  

 

The goals of the HCB program were to: 1) generate 

awareness among students and parents about higher educa-

tion and career opportunities in computing, and 2) increase 

the recruitment of Hispanic students in computing. The pre-

liminary results from the HCB program are promising. The 

camp provided students with an opportunity to learn basic 

computing skills and the HCB Clubs encouraged them to 

work on computing projects throughout the year. The as-

sessment indicated that establishing club environments 

where students‘ interest in computing could grow and thrive 

required smaller incremental steps than originally planned. 

Although initial challenges were faced in establishing HCB 

Clubs at two local high schools, the students were enthused 

about participating in the Silicon Valley Computer Camp 

and HCB activities, which was reflected by the increase in 

the number of students, from 22 to 39, during a one-year 

period.  

 

Introduction 

 

The United States is facing a crisis in the computing 

workforce. According to the U.S. Department of Labor, jobs 

in computer-related fields are expected to be among the 

fastest growing occupations in the next decade with an esti-

mated need for 700,000 additional technology workers in 

the United States [1]. Shortages of well-qualified computer 

graduates imperil the nation‘s ability to remain competitive 

in a global economy increasingly driven by technology in-

novations. Promoting computer studies is a national impera-

tive, particularly among Hispanics—the fastest growing 

U.S. workforce segment and projected to account for 50% 

of the California workforce by 2020 [2]. By 2050, the His-

panic population is projected to triple in the United States 

[3], [4] with 25% of the U.S. population being of Hispanic/

Latino origin [5].  

 

San José State University (SJSU), in the heart of Silicon 

Valley, is in a unique position to attract Hispanic students to 

computing fields. Among all regions in the nation, Silicon 

Valley has the highest percentage (13%) of its workforce in 

technological occupations. It is the technology center of the 

world, known for advancing technology frontiers from 

semiconductors to networking to software to internet tech-

nologies. Also, SJSU is situated in a region with a diverse 

population from which it draws most of its students. Spe-

cifically, the 1.8 million residents of Santa Clara County, 

where SJSU is located, are 44% white, 26% Asian, 24% 

Latino/a, and 3% African American. Leveraging the intel-

lectual resources in Silicon Valley and the high percentage 

of K-12 Hispanic students gives SJSU a unique advantage 

in attracting and educating the next generation of Hispanic 

computing engineers. 

 

Leveraging the connections with Silicon Valley compa-

nies and existing outreach to the Hispanic community, the 

Charles W. Davidson College of Engineering (CoE) at 

SJSU initiated the Hispanic Computer Brigade project for 

recruiting Hispanic students into computing studies and 

careers. The HCB project is an informal education program 

that consists of a one-week residential computer summer 

camp, Silicon Valley Computer Camp, and year-long ser-

vice learning computer projects, which are supported by 

Hispanic Computing Brigades Clubs in two local high 

schools. At the summer camp (held on June 22-26, 2009), 

22 students built their own computers and learned a range of 

fundamental computer software and hardware skills. More-

over, they acquired a network of peers, teachers, mentors, 

and industry professionals. These skills and support net-

works provide them a foundation upon which to undertake 

service learning projects throughout the 2009-2010 aca-

demic year. The reason why HCB chose service-learning 

projects instead of robot competitions, which are used in 

most high school outreach activities, was to take into con-

sideration Hispanic students‘ intrinsic interest in connecting 
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with others, especially those in their community. The sec-

ond segment of this pilot project was the Hispanic Com-

puter Brigade Clubs. The students who participated in the 

Silicon Valley Computer Camp held after-school Hispanic 

Computer Brigade Club meetings at their respective high 

schools to work on community-oriented computing projects. 

 

Engaging Students through Informal 

Learning Environments 
 

Informal learning has been identified by the Academic 

Competitiveness Council as one of the three key compo-

nents (along with K-12 and higher education) to ensure that 

U.S. educational institutions produce citizens who are liter-

ate in STEM concepts, and future scientists and engineers 

who will secure continued U.S. economic competitiveness 

[6]. Informal education—such as after-school programs, 

clubs, science centers, camps, and museums—is believed to 

increase student inquiry, enjoyment, and a sense that sci-

ence learning can be personally relevant and rewarding. A 

2009 National Research Council (NRC) report [7] indicates 

that informal environments can make substantial contribu-

tions to STEM education and broaden participation. The 

Hispanic Computer Brigade program incorporated the meth-

odology and best practices cited in the NRC report, in par-

ticular, the ―strands of science learning‖ framework to or-

ganize and assess science learning supported by informal 

environments. Strands 1 and 6 of that framework have sin-

gular application to the Hispanic Computer Brigade pro-

gram: 

 

Strand 1—Identifies personal interest and enthusiasm as 

being important to student involvement in science learning. 

Examples that support this strand include interest groups 

and after-school programs. Its assessment is based on the 

participant‘s interest and motivation to undertake activities 

that promote learning and emotional associations, with in-

terest as the major factor helping students learn and retain. 

 

Strand 6—Emphasizes the science learners‘ concept of 

themselves as individuals who know about, use, and some-

times contribute to science. ―Enculturation‖ involves devel-

oping one‘s identity as part of a community and informal 

environments can influence one‘s developing identities as 

science learners. Educational programs that help students 

develop identities, solidify social networks, and provide 

access to scientific communities and careers address this 

strand. An example is that a long-term study found that sci-

ence-center interns who received mentoring and support 

experienced enhanced personal learning that led them to 

choose science-related careers. 

 

The Hispanic Computer Brigade project adopted the 

precepts of Strands 1 and 6 through activities generating 

excitement and interest, and integration of achievable hands

-on projects appropriate to the student level and abilities. 

Student involvement in Silicon Valley Computer Camp and 

weekly HCB Clubs, in which they had extensive and re-

peated exposure to mentors and role models, encouraged the 

enculturation factor of Strand 6. Through this integration of 

activities, we hoped to examine the different cultural and 

familial factors that influence environments impacting indi-

viduals‘ identities as science learners. 

 

Motivating Hispanic Students 

through Social Applications 
 

The Hispanic Computer Brigade program was anchored 

in the theoretical foundation that the future of computing 

education must include practical student experiences. Stu-

dents require ―not only the knowledge needed but how to 

use the knowledge in authentic contexts‖ [8]. Several stud-

ies over the past decade [9-11] have led to the same recom-

mendation for engineering education: engineering students 

need to acquire traditional engineering fundamentals, but 

also must develop skills to use their disciplinary knowledge 

in real-world situations.  

 

As for the types of projects that are most appealing to 

Hispanic students, it was found that traditional engineering 

projects such as building robots and bridges are not the most 

effective with students of color and women [12], [13]. In 

other words, an approach using ―technology for technol-

ogy‘s sake‖ does not appear to work for women and His-

panic students. To date, most educators have been using this 

approach, but several studies [14-16] show that Hispanic 

students generally have greater intrinsic motivation or un-

derlying interests in social and relational issues; that is, they 

could be attracted to computing if it were presented in a 

social context as a means to solve community problems that 

were meaningful to them. Therefore, one key component for 

the Hispanic Computer Brigade program was to engage 

students in the use of computers to advance their personal 

interests in serving humanity or giving back to the commu-

nity. As they learned of the utility of computing, they were 

inspired to further the development of technology to meet 

their desire to serve, thereby aligning their personal interests 

with the pursuit of computing. 

 

Another key component for the Hispanic Computer Bri-

gade was the design and implementation of a social support 

network for the students to develop a sense of belonging, 

which is necessary for their expansion into and maintenance 

of computing interests. Networking with teachers, mentors, 
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and their peers not only provided them with a sense of be-

longing but also changed the culture of computing at their 

high schools. Hispanic Computer Brigade Club activities 

incorporated a supportive approach through hands-on pro-

jects and activities emphasizing collaborative teamwork and 

support from the Hispanic Computer Brigade mentors. 

Based upon research that shows that school-based, struc-

tured, extracurricular activities are associated with positive 

adolescent outcomes [17], and additional research that re-

veals that adolescents both teach and learn from each other 

[18], [19], the Silicon Valley Computer Camp structure en-

couraged peer interactions and the development of student 

support systems. That concept was broadened in the His-

panic Computer Brigade Clubs through weekly meetings 

with peer mentors to implement community service pro-

jects. 

 

HCB Project Goals 
 

The purpose of the Hispanic Computer Brigade project 

is to develop an innovative approach of stimulating and 

sustaining Hispanic students‘ interest in learning and apply-

ing computing and embed this project in SJSU College of 

Engineering‘s demonstrably successful efforts in recruiting 

and retaining Hispanic students. The goals of this project 

are to provide a program that: 

● Links service learning to participants' interests in com-

puting disciplines; 

● Exposes participants to accessible and relatable role 

models in computing; 

● Advances participants' likelihood to pursue careers in 

computing; and, 

● Develops (or enhances) participants' positive attitudes 

towards computing. 

 

Description of the Silicon Valley 

Computer Camp 
 

The Silicon Valley Computer Camp was a collaborative 

project between schoolteachers and administrators, industry 

leaders, and university professors. It took six months to de-

sign and implement a residential camp experience at SJSU, 

which comprised both programmatic components and sup-

port networks. The summer camp was the first step in build-

ing a sense of community within the student‘s high schools 

and at the college level that might positively affect their 

college aspirations.  

 

We adapted our camp curriculum from the Colorado 

School of Mines [20], [21]. The Colorado School of Mines 

utilized basic computer programs to teach middle school 

students about computer engineering and programming, 

including ALICE basic programming software [22], Lego 

Mindstorms robot kits, FrontPage website design, and GPS 

(Global Positioning System) tracking systems. Silicon Val-

ley Computer Camp students built their own computers, 

which they were invited to keep (a particularly powerful 

appeal given that less than one in two Hispanics own home 

computers [23]). 

 

An important aspect of our summer camp was the inclu-

sion of student mentors. The student mentors were divided 

into three categories to provide different interactions with 

the high school students: 1) computing mentors, 2) residen-

tial leaders, and 3) social mentors. Each category had a dif-

ferent responsibility and purpose within the camp structure. 

For example, the residential leaders supervised the high 

school students during nighttime hours, the social mentors 

were recruited from the SJSU student chapter of SOLES 

(Society of Latino Engineers & Scientists) to participate in 

evening activities (e.g., bowling, board games, and movies), 

and the computer mentors assisted with all computer-related 

lesson plans. The purpose of the student mentors was to 

bridge the gap between high school and college. In many 

ways, the high school students could relate to the university 

students and could learn about college through casual con-

versations. Through this intensive mentoring, we hoped to 

expand the students‘ perceptions of their communities and 

provide them with links to the university. 

Figure 1. Computer Mentor (left) Guided Students Through 

Computing Activities 

 

Many of the student mentors were recruited from engi-

neering disciplines and could draw upon their own educa-

tional experiences to encourage and mentor the high school 

students. Each mentor was trained by Dr. Andrew Wood, 

Director of the SJSU Peer Mentor Program. The mentors 

attended a one-day session, which prepared them to be ef-

fective mentors and positive influences on the high school 

students. Topics in the peer-mentor training included: prin-



——————————————————————————————————————————————–———— 

 

 
ciples of mentoring, effective listening, personal assessment 

of learning styles, dealing with stress while mentoring, mo-

tivational strategies, boundary setting, and code of conduct. 

 

On Day 1 of the summer camp, activities focused on 

building a computer. To control for gender stereotyping, the 

students were separated by gender into two adjacent work 

rooms as research shows that women are socially condi-

tioned to avoid technology [24]. When they participate in 

STEM fields, they do not expect to succeed because of gen-

der stereotyping [25]. By separating the participants, the 

girls were encouraged to work together to solve computer-

related issues. 

 

On Day 2, students installed software onto their com-

puters. An afternoon visit to The Tech Museum of Innova-

tion in downtown San Jose afforded students a hands-on and 

interactive learning experience. Computer programming 

was the focus on Day 3. ALICE software was selected be-

cause it benefits students with weak math skills and/or little 

programming backgrounds, enabling their success in com-

puting [26]. Students continued to practice programming 

skills by constructing PicoCricket robots on Day 4. This 

program includes a drag-and-drop interface, which reduces 

human error, creating a positive learning environment that 

has greater student appeal than traditional robot kits [27]. 

 

After dinner each night, corporate representatives from 

high-tech companies such as Google, IBM, Microsoft, and 

AnyBot were invited to speak to the students about careers 

in computers (see Table 1). Many of the speakers were of 

Hispanic origin, and they were encouraged to discuss their 

pathway into computing and offer advice for minority stu-

dents. The guest lecturers had the opportunity to connect 

with young students and share some advice that might pre-

pare students for computing careers. The students were ex-

cited to meet the guest lecturers and learn, firsthand, exactly 

what a computing career might entail.  

 
Table 1. List of Industry Speakers 

Also during the camp, a student panel was hosted with 

several of the SJSU student mentors as well as faculty. Col-

lectively, the student mentors represented five engineering 

disciplines within the College of Engineering, and they dis-

cussed their career goals and why they chose engineering. 

Halfway through the panel, the high school students asked 

the camp instructors about their areas of expertise. The high 

school students wanted to know what led the faculty to be-

come teachers and what degrees they had earned. The stu-

dent panel fostered a discussion with the students about 

their own plans for college and what fields of study they 

might like to pursue. 

 

On the final day, students brainstormed activities for the 

Hispanic Computer Brigade Clubs and presented their pro-

jects to their parents. The week concluded with a banquet 

attended by student participants, staff, faculty, and the stu-

dents‘ families. Many siblings and extended family mem-

bers attended to celebrate the students‘ accomplishments. 

Each student received a certificate and SJSU memorabilia. 

 

As a follow-up to the summer computer camp, Microsoft 

hosted a daylong event on its Silicon Valley campus for 

Hispanic Computer Brigade participants (as well as 13 other 

Hispanic students) on October 25, 2009. For most students, 

visiting one of the world‘s leading high-tech companies 

located just miles from their homes was an exciting, memo-

rable experience.  

 

Description of the Year 1 Hispanic 

Computer Brigade Club Activities 

Figure 2. HCB Students Teaching PicoCricket to Elementary 

Students 
 

During the 2009-2010 academic year, participants 

formed the Hispanic Computer Brigade Clubs at their high 

schools to continue learning about computing. School 1 met 

weekly and School 2 met every two weeks to develop com-

munity service projects that positively affected their local 

Company Representative 

IBM Dulce Ponceleón 

Google Gaby Aguilleras, Luiz Mendes, Raquel 

Romano 

AnyBot Benjie Nelson 

Microsoft Claudia Galvan 
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communities (see Table 2). Community was defined to in-

clude the students‘ peers, their schools, families, neighbor-

hoods, and, ultimately, the larger community. The Hispanic 

Computer Brigade Club activities were situated in a learn-

ing ecology framework, which posited that student learning 

takes place across multiple settings including school, home, 

and the community [28-30]. These community environ-

ments constituted the socio-cultural learning environments 

for the Hispanic Computer Brigade students. 
 

In June, 2010, Hispanic Computer Brigade students pre-

sented their projects to an audience of high school teachers, 

SJSU faculty, parents/guardians, and community members, 

as the culmination of a year of learning and growth. Stu-

dents received awards recognizing their accomplishments in 

planning and implementing community projects, and learn-

ing new skills within the Clubs. 

 

Assessment of the Hispanic Com-

puter Brigade Program 
 

Steve Schneider and Susan Arbuckle of West Ed served 

as the evaluation team for the Hispanic Computer Brigade 

program. The evaluators employed multiple methods fol-

lowing the implementation of the Silicon Valley Computer 

Camp and Year 1 of the Hispanic Computer Brigade Clubs. 

Two online surveys were created and given to the students 

at the beginning and end of their one-week summer session. 

The tests measured attitude, interest, use, self-efficacy, and 

student perception of the utility and value of the week‘s 

content and organization. Two observations were made dur-

ing the Silicon Valley Computer Camp including the wel-

coming and closing ceremonies, computing lessons, hands-

on activities, and parent presentations. Interviews were con-

ducted with the project director, two SJSU student mentors, 

and 3 high school club advisors. One club meeting at School 

1 was observed.  

 

From the outset, implementation of the Silicon Valley 

Computer Camp presented real challenges to the project 

director, which she handled with fluidity. Bringing a co-ed 

group of 24 high school students (ages 14 – 17; 9 girls and 

15 boys; 21 Latino/a and 3 African American), who did not 

already know one another, to spend 4 nights and 5 days liv-

ing at the university; arranging for a number of professors, 

mentors, counselors, guest speakers, meals, social activities, 

tours, and field trips; and supplying all the hands-on materi-

als for each computing activity, required extensive planning 

and execution. There were four students who did not show 

up and were replaced by students on the waitlist; one stu-

dent dropped out after the first day; and estimated time 

schedules had to be tweaked to allow for unanticipated 

needs and delays.  

 
Table 2. HCB Club Projects During 2009-2010 

Project Title, 

School 

Description 

HCB Club Web-

sites, School 1& 

2 

The students at both schools spent several 

weeks learning HTML code and website man-

agement. Their websites were designed to keep 

their peers, family, and community members 

informed of the club‘s activities.  

Dove Hill Ro-

botics Club, 

School 2 

Twice a month, students from School 2 walked 

to an elementary school to provide support to 

their local elementary school robotics club. In 

the process of mentoring elementary students, 

the high school students improved their pro-

gramming skills, learned more about robotics, 

and encouraged children to pursue math and 

science. 

Technology 

Forum, School 2 

The students designed an online forum to share 

computer information with their peers, families, 

and teachers. The forum topics included fixing 

and building a computer, making a website, 

software assistance, and technology ―slick‖ 

deals.  

Sports Database, 

School 1 

The students created a Microsoft Access data-

base to track student athletes. The purpose of 

the database is to monitor the athletes‘ posi-

tions, identify which sports they play, record 

their academic eligibility, and note whether they 

have received recognition. This database will 

accumulate information over time and generate 

more detailed reports each year. 

Adult Education 

Workshop, 

School 1 

The students had a chance to place themselves 

in their teachers‘ shoes by giving two adult 

education workshops to Latino/a adults in their 

local community. The workshops focused on 

creating and using email accounts. The students 

planned the presentation, reserved the computer 

lab in the high school library, and gave bilin-

gual lessons to dozens of adults. 

PicoCricket 

Kids Workshop, 

School 1 

The students gave two one-hour workshops for 

elementary children (ages 5 to 10) with interac-

tive ―PicoCricket‖ robots. Using play dough, 

food, and computer sensors, the elementary 

children created their own music instruments.  

Online Math 

Workshop, 

School 1 

The students gave a tutorial to children (ages 5 

to 10) on where to find and play online math 

games. These games are an educational and fun 

way for children to improve their math skills.  



——————————————————————————————————————————————–———— 

 

Overall, the mechanics and logistics proceeded relatively 

smoothly, with quick thinking and behind-the-scene actions 

on the part of the project director and her staff. 

 

The Hispanic Computer Brigade Clubs in Year 1 

evolved differently at each school, with School 1 experienc-

ing more success than School 2. At both sites, the respective 

mentors and advisors made an effort to guide club members 

and simultaneously enable them to implement their commu-

nity service project. Attendance and interest at School 2 was 

initially low, and the reasons were varied. At School 2, the 

club met in a large computer lab that felt less like a home 

base. Lack of involvement was addressed in earnest by 

players at all levels. The mentors, advisors and the project 

director made special visits and phone calls to student 

homes.  

 

At School 1, where club attendance was higher and more 

regular, club members were able to meet in the classroom of 

an accommodating science teacher who made herself avail-

able for extended hours, and who heads the Advancement 

Via Individual Determination (AVID) program. The second 

advisor at this school was a counselor who already worked 

in outreach and with parents. However, even in this suppor-

tive setting, there was a delay in the Hispanic Computer 

Brigade Club activities because the students had no easy 

access to computers until SJSU worked through the school 

district‘s requirements to allow the installation of five new 

computers dedicated to the Hispanic Computer Brigade 

Club.  

 

Starting with a blank slate was perhaps more over-

whelming for novice students than it was conducive to their 

creativity and engagement. If the plan of the club was for its 

members to devise and execute a community service project 

based on computer use, the students may have felt daunted 

before they even began. It is difficult to think in terms of 

helping others in a field in which you yourself are a novice. 

One student cited the desire for the club to be already ―up 

and running‖ in order to attract her, while another attributed 

his lack of interest to the fact that little was accomplished 

since few attended. 

 

The assessment indicated that establishing club environ-

ments, where student interest in computing could grow and 

thrive, was a slower building process that necessitated much 

smaller incremental steps than originally planned. As one 

advisor stated, ―More focus is needed on getting the club 

started. Roles should be defined and leadership skills honed. 

Our community needs basic technology help first.‖ Advi-

sors at School 1 were confident that this first year of the 

program constituted a steep learning curve and that now 

they knew which obstacles to tackle so that during the fol-

lowing year significant progress could be made with student 

engagement. 

 

The predicament of lower-than-expected student engage-

ment could be partially understood through this target popu-

lation‘s lack of immersion in a wide variety of computer use 

in their daily life. Authors of a recent study [31] point to the 

existence of a multidimensional construct that goes beyond 

the simplicity of the digital divide notion. It is not only the 

lack of computers and Internet in the home but also an en-

compassing array of factors that distance students from 

jumping into the Hispanic Computer Brigade offerings.  

 

Even though these students are growing up in Silicon 

Valley, their cultural and socioeconomic situations isolate 

them from the full impact of the technological revolution 

and result in shallow breadth and depth of technological 

encounters. Students from the participating schools were 

less likely than students from more affluent communities to 

have parents who use computers for work, who buy technol-

ogy and bring it into the household, who offer direct expla-

nations for technological tools or phenomenon, or who cre-

ate opportunities for their children to find out more about 

computers through activities, camps, clubs, neighbors, rela-

tives, and peers.  This lack of experience and access tended 

to deflate students‘ confidence and interest in computing. 

The students‘ learning ecology, defined as the interdepend-

encies between the student and his/her environment, was 

somewhat barren. The learning opportunities provided by 

the Hispanic Computer Brigade program may have the 

power to mediate student reluctance once a critical number 

of students are engaged and projects are undertaken. The 

energy of peer networking (committed friends attract other 

friends to actively join in) may carry the momentum as long 

as logistical barriers such as scheduling conflicts or lack of 

equipment are not prohibitive.  

 

Description of the Year 2 Hispanic 

Computer Brigade Club Activities 
 

Certain elements of the pilot‘s deployment in Year 1—in 

particular, the operation of Hispanic Computer Brigade 

Clubs—revealed areas for improvement. For example, al-

lowing students to select an open range of community ser-

vice projects was not a successful strategy as students were 

sometimes uncertain about what to do, and some of their 

selected projects were outside their technical competencies. 

As a result, the students were not as engaged in those club 

activities and tended to lose motivation. 

 

The Year 2 Hispanic Computer Brigade Club design for 

academic year 2010-2011 incorporated programmatic 
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changes based on preliminary evaluation results from our 

external evaluators. For example, the Hispanic Computer 

Brigade Clubs during Year 2 included new computing mod-

ules with higher rates for achieving successful outcomes 

and a redefinition of community service in relation to stu-

dent projects. 

 

During the first year, challenges were identified that 

hindered Club progress. In Fall, 2009, School 2 found it 

difficult to establish Club activities due to poor leadership, 

whereas School 1 successfully engaged students in Club 

activities by drawing upon a network of resources. It was 

learned that successful Club leadership did not necessarily 

correlate with computer experience; rather, Club advisors 

needed the agility to navigate academic bureaucracy to im-

plement and plan Club activities. 

 

Another major challenge was a lack of confidence by 

students in directing Club activities. In Spring, 2010, the 

Hispanic Computer Brigade student mentors began to create 

mini-lessons that they presented to the students at each Club 

meeting. A revised Hispanic Computer Brigade Club ap-

proach for Year 2 let students choose their curriculum 

within a series of pre-selected community projects, or mod-

ules, starting with simple to progressively harder activities 

over the year. Modules included removing malicious spy-

ware, refurbishing old computers, creating websites, and 

programming smart phones. Research has shown that these 

types of activities increase fluency in computing and are 

compelling for youth [32], [33].  

 

The Hispanic Computer Brigade Club projects in the 

Fall 2010 semester were focused on benefiting the local 

school community. Spring-semester projects targeted family 

members and students‘ neighborhoods. The modules re-

flected a systematic program change that allowed students 

to progress from beginning computer concepts to more dif-

ficult concepts over the span of one year, as research has 

indicated that adolescents will be more motivated to be in-

volved in activities in which they feel competent [34]. 

 

Conclusion 
 

The reasons underlying lower entry numbers of Hispanic 

students into computing professions are varied and complex 

[35]. Negative attitudes developed toward science by the 

time of secondary education can contribute to low entry 

numbers in STEM fields [36]. Studies reveal that certain 

methodologies are effective in developing Hispanic student 

interest in STEM subjects and in motivating them to con-

tinue in those studies.  

 

 

The Hispanic Computer Brigade program advances 

knowledge and understanding of effective methods to re-

cruit and retain Hispanics to computing fields. It enhances 

Hispanic students‘ interest in computing by enabling them 

to apply their growing mastery of hardware and software to 

solving problems in their community, thus making their 

computer education immediately relevant and culturally 

rewarding. Being an informal learning program, it offers an 

innovative model on how immersive and personal outcomes

-based learning environments can engage students‘ interest 

in and motivation for learning skills and knowledge related 

to computing. 

 

Based upon our assessment of Hispanic Computer Bri-

gade students‘ high school transcripts, many Hispanic Com-

puter Brigade students have persisted in their math and sci-

ence courses. Fully 70% of HCB students (13 out of 20) 

have passed their math courses in the previous two semes-

ters, and 55% of HCB students (11 out of 20) have taken 

advanced math and science courses that exceed their high 

school graduation requirements. Over half of the Hispanic 

Computer Brigade students are preparing themselves for 

careers in computing disciplines. Among our two high 

school graduates, one has already decided to pursue com-

puter engineering at the University of California, Davis. 

 

Given these promising results, our Hispanic Computer 

Brigade model might be extended to attract students from 

other underrepresented groups into computing, as it utilizes 

students‘ intrinsic motivations and social process for learn-

ing. The result will be a larger talent pool that is critical for 

the U.S. to maintain and advance its technological leader-

ship. For more information: http://www.engr.sjsu.edu/hc. 

This material is based upon work supported by the National 

Science Foundation Grant 0837821. 

 

Acknowledgments 
 

We would like to thank the National Science Foundation 

for its support of this project and IBM, Google, AnyBot, 

and Microsoft. We would also like to thank the teachers, 

students, and parents who participated in the Hispanic Com-

puter Brigade program and the project staff who assisted 

with the Silicon Valley Computer Camp and the Hispanic 

Computer Brigade Clubs. 

 

References  
 

[1]  U.S. Department of Labor. ―Occupational Outlook 

Handbook, 2010-11: Computer software engineers 

and computer programmers.‖ 2009. Retrieved May 

10, 2010, from http://www.bls.gov/oco/ocos303.htm 



——————————————————————————————————————————————–———— 

 

[2]  Moore, C., & Shulock, N. ―State of Decline?: Gaps in 

College Access and Achievement Call for Renewed 

Commitment to Educating Californians.‖ Sacra-

mento: California State University, Institute for 

Higher Educational Leadership and Policy, Oct. 

2006. 

[3]  Passel, J. S., & Cohn, D. ―U.S. Population Projec-

tions: 2005-2050.‖ Washington, DC: Pew Hispanic 

Center, Feb. 11, 2008. Retrieved October 26, 2010, 

from http://pewhispanic.org/files/reports/85.pdf 

[4]  U.S. Census Bureau. ―Minority Population Tops 100 

Million.‖ 2007. Retrieved May 11, 2010, from http://

www.census.gov/Pressrelease/www/releases/

archives/population/010048.html 

[5]  U.S. Census Bureau. ―U.S. Interim Projections by 

Age, Sex, Race, and Hispanic Origins.‖ 2004. Re-

trieved May 5, 2010, from http://www.census.gov/ 

ipc/www/usinterimproj/ 

[6]  U.S. Department of Education. ―Report of the Aca-

demic Competitiveness Council.‖ 2007. Washington, 

DC, p. 5. 

[7]  Bell, P., Lewenstein, B., Shouse, A., & Feder, M. 

(Eds.) ―Learning Science in Informal Environments: 

People, Places, and Pursuits.‖ Washington, D.C.: 

National Academies Press, 2009. 

[8]  Redish, E. F., & Smith, K. A. ―Looking Beyond Con-

tent: Skill Development for Engineers,‖ Journal of 

Engineering Education, Jul. 2008, p. 297. 

[9]  National Academy of Engineering. ―The Engineer of 

2020: Visions of Engineering in the New Century.‖ 

Washington, DC: National Academies Press, 2004. 

[10]  National Academy of Engineering. Ibid. 

[11]  ―The Art and Science of Engineering Education,‖ 

Journal of Engineering Education, Vol. 94, No. 1, 

Special issue, Jan. 2005. 

[12] American Association of University Women. ―Under 

the Microscope: A Decade of Gender Equity Projects 

in the Sciences.‖ Washington, DC: AAUW, 2004. 

Retrieved December 28, 2006, from http:// 

w w w . a a u w . o r g / l e a r n / r e s e a r c h / u p l o a d /

underthemicroscope.pdf 

[13] Gibbons, M. T. (2004). ―The Year in Numbers.‖ 

ASEE Profiles of Engineering and Engineering Tech-

nology Colleges. American Society for Engineering 

Education, 2004. Retrieved October 26, 2010, from 

http://www.asee.org/papers -and-publications/

publications/college-profiles 

[14]  Seymour, E., & Hewitt, N. M. ―Talking about Leav-

ing: Why Undergraduates Leave the Sciences.‖ Boul-

der, CO: Westview Press, 1997.   

[15]  Diemer, M. A., & Hsieh, C. ―Sociopolitical Develop-

ment and Vocational Expectations among Lower 

Socioeconomic Status Adolescents of Color.‖ Career 

Development Quarterly, Vol. 56, No. 3, 2008, pp. 

257-267. 

[16]  Gutstein, E. ―The Real World as We Have Seen It: 

Latino/a Parents‘ Voices on Teaching Mathematics 

for Social Justice.‖ Mathematical Thinking and 

Learning, Vol. 8, No. 3, 2006, pp. 331-358. 

[17]  Feldman, A. F., & Matjasko, J. L. ―The Role of 

School-Based Extracurricular Activities in Adoles-

cent Development: A Comprehensive Review and 

Future Directions.‖ Review of Educational Research, 

Vol. 75, No. 2, 2005, pp. 159-210. 

[18]  Chandler-Olcott, K., & Mahar, D. ―‗Techsaviness‘ 

Meets Multiliteracy: Exploring Adolescent Girls‘ 

Technology-Mediated Literacy Practices.‖ Reading 

Research Quarterly, Vol. 38, 2003, pp. 356-385. 

[19]  Kiesler, S., Zdaniuk, B., Lundmark, V., & Kraut, R. 

―Troubles with the Internet: The Dynamics of Help at 

Home.‖ Human-Computer Interaction, Vol. 15, 2000, 

pp. 323-351. 

[20]  Moskal, B. M., Skokan, C., Kosbar, L., Dean, A., 

Westland, C., Barker, H., et al. ―K-12 Outreach: 

Identifying the Broader Impacts of Four Outreach 

Projects.‖ Journal of Engineering Education, Vol. 96, 

No. 3, Jul. 2007, pp. 173-189. 

[21]  Miller, L., Shearer, S., & Moskal, B. ―Technology 

Camp 101: Stimulating Middle School Students‘ 

Interests in Computing.‖ In Proceedings of the 35th 

Frontiers in Education Annual Conference, 2005. 

[22]  http://www.ALICE.org/ 

[23]  Baldassare, M., Bonner, D., Paluch, J. & Petek. S. 

―PPIC Statewide Survey: Californians and Informa-

tion Technology.‖ San Francisco, CA: Public Policy 

Institute of California, June 2008. 

[24]  Leonard, E. B. ―Women, Technology, and the Myth 

of Progress.‖ Upper Saddle River, NJ: Prentice Hall, 

2003. 

[25]  Clewell, B. C., & Campbell, P. B. ―Taking Stock: 

Where We‘ve Been, Where We Are, Where We‘re 

Going.‖ Journal of Women and Minorities in Science 

and Engineering, Vol. 8, 2002, pp. 255-284. 

[26]  Moskal, M. Lurie, D. & Cooper, S. ―Evaluating the 

Effectiveness of a New Instructional Approach.‖ Pro-

ceedings of 2004 SIGCSE Conference, Norfolk, VA, 

2004, pp. 75-79. 

[27]  Rusk, N., Resnick, M., Berg, R., & Pezalla-Granlund, 

M. ―New Pathways into Robotics: Strategies for 

Broadening Participation.‖ Journal of Science Educa-

tion and Technology, Vol. 17, Feb. 2008, pp. 59-69. 

[28]  Barron, B. (2004). ―Learning Ecologies for Techno-

logical Fluency: Gender and Experience Differ-

ences.‖ Journal of Educational Computing Research, 

Vol. 31, No. 1, pp. 1-36.  

——————————————————————————————————————————————————- 

INCREASING HISPANIC ENGAGEMENT IN COMPUTING THROUGH SERVICE LEARNING                                                              59          



——————————————————————————————————————————————–———— 

——————————————————————————————————————————————–———— 

60                                  TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL | VOLUME 11, NUMBER 2, SPRING/SUMMER 2011 

[29]  Bronfenbrenner, U. ―The Ecology of Human Devel-

opment: Experiments by Nature and Design.‖ Cam-

bridge: Harvard University Press, 1979. 

[30]  Rogoff, B. ―The Cultural Nature of Human Develop-

ment.‖ New York: Oxford University Press, 2003. 

[31]  Barron, B., Walter, S. E., Martin, C. K., & Schatz, C. 

―Predictors of Creative Computing Participation and 

Profiles of Experience in Two Silicon Valley Middle 

Schools.‖ Computers & Education, Vol. 54, No. 1, 

2009, pp.178-189. 

[32] Barron, B., et al. Ibid. 

[33] Resnick, M., Rusk, N., & Cooke, S. ―Computer Club-

house: Technological Fluency in the Inner City.‖ In 

D. Schon, B. Sanyal, & W. Mitchell (Eds.), High 

Technology and Low-Income Communities. Cam-

bridge, MA: MIT Press, 1998, pp. 266-286. 

[34] Beiswenger, K. L., & Grolnick, W. S. ―Interpersonal 

and Intrapersonal Factors Associated with Autono-

mous Motivation in Adolescents‘ After-School Ac-

tivities.‖ Journal of Early Adolescence, Vol. 30, No. 

3, 2010, pp. 36-39. 

[35] Stanley, L. D. ―Beyond Access: Psychosocial Barri-

ers to Computer Literacy.‖ Information Society, Vol. 

19, 2002, p. 407. 

[36] Williams, M. L. ―The Socio-Cultural and Educational 

Influences on Career Choice.‖ M.A.T. Dissertation, 

University of Texas at Dallas, 2006. Retrieved May 

11, 2010, from http://gradworks.umi.com/14/33/1433 

535.html 

 

Biographies 
 

PATRICIA BACKER is a professor of Technology and 

the Director of General Engineering at SJSU. In 1997, she 

received a Fulbright Scholar award in Peru where she taught 

computer-based multimedia. At SJSU, she is involved in 

developing and assessing outreach programs to increase the 

number of underrepresented students in engineering. 

 

BELLE W. Y. WEI is a professor of Electrical Engi-

neering and the Don Beall Dean of the Charles W. Davidson 

College of Engineering at SJSU. She is a strong advocate 

for increasing Hispanic students‘ participation in engineer-

ing. Under her leadership for the past six years, the number 

of Hispanic students has increased by 45%, now represent-

ing 17% of the College‘s bachelor-degree graduates. 

 

JANET SUNDRUD is a graduate student in the Depart-

ment of Communication Studies. She studies issues related 

to gendered identities, intercultural diversity, and critical 

assessment. Since 2008, she has worked with the SJSU Col-

lege of Engineering on several college-wide initiatives and 

assisted in the implementation of the HCB program.  

 



COMPARISON OF AN INTRODUCTORY ENGINEERING 

COURSE WITH AND WITHOUT LEGO MINDSTORMS 

ROBOTS  
——————————————————————————————————————————————–———— 

Harold N. Scholz, Pennsylvania State University Lehigh Valley; Kevin McFall, Pennsylvania State University Lehigh Valley 

Abstract  
An introductory engineering course was run in two con-

current terms, one without LEGO Mindstorms robots, and 

one with. A comparison was performed between the two 

approaches considering teamwork, leadership, and engineer-

ing problem solving. In both groups, the project covered the 

engineering design process from customer needs through a 

working prototype.  

 

The first semester, student design teams were allowed to 

choose any toy-related project. In the second, they were 

required to use the LEGO robots to navigate a maze, find a 

colored ball, and return it to the starting point. During the 

non-robotic semester, one or two members of each team 

tended to dominate the group, with some members seldom 

contributing. With the robotics groups, leadership changed 

throughout the engineering process as expertise of different 

individuals became important. The students were involved 

throughout the project as prototypes did not work and both 

mechanical and software changes were required. The robot-

ics project required not just mechanical expertise, but also 

the ability to program. The LEGO system also introduced 

many of the students to programming for the first time 

through a graphical interface that allowed everyone to par-

ticipate. 

 

Introduction 
 

An engineering class designed for incoming freshmen 

has been modified to be project-based. The class, Introduc-

tion to Engineering Design, was administered in two con-

secutive semesters at Penn State University Lehigh Valley 

during the 2009–2010 academic year.  

 

The goal of the course is to expose students to the engi-

neering design process, methods, and decision-making. A 

team-based approach was adopted with grades based on 

team presentations, written journals, and a successful pro-

ject. The course covers the design process in detail from 

customer needs to a working prototype as shown in Figure 

1. Students are required to generate presentations for cus-

tomer needs, product specifications, concepts, and interme-

diate and final prototypes. The scope of projects during the 

first semester was virtually unlimited. The only restrictions 

were that the project be a toy and that it be approved as real-

istic. One of the potential approaches was to use the LEGO 

Mindstorms robots (http://mindstorms.lego.com/en-us/

default.asp). 

 

During the second semester, projects were restricted to 

generating a robot to navigate a maze, find a red ball within 

the maze, and bring it back to the starting point. The robots 

also had to ignore any blue balls along the way. Each team 

was still required to define the form of the robot, method of 

movement, etc., and incorporate customer needs.  

 

Figure 1: Design Process 
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Semester 1 Observations 
 

During the first semester, each team started with four 

members. Teams were generated based on the skill sets of 

the members of the class. All students were administered a 

survey to assess their mechanical, electrical, and program-

ming abilities [1]. Based on the survey results, teams were 

selected in an attempt to equilibrate skills across teams. 

Each team was instructed to build a prototype of one toy. 

They had to decide what toy they wanted to design and ob-

tain input on customer needs to determine the right product. 

Requiring students to define the product proved to be an 

important step, as they were asked to narrow a broad spec-

trum of choices. The students used resources such as the 

Internet, visiting elementary school classes, and talking to 

people they knew. This portion of the project provided a 

good challenge to the students and produced relatively good 

results. 

 

Generating product specifications forced the teams to 

define all aspects of the selected toy. This activity held the 

attention of the majority of students and produced good 

results. The concept phase was also successful in terms of 

results and participation of most of the students. However, 

as this phase unfolded, one or two students in each group 

began to take over as leaders. In each case, the leaders 

pushed the projects in a direction where they had some ex-

pertise. In the prototyping stages, the same one or two team 

leaders continued dominating the project in two-thirds of 

the teams. While two of those teams did produce prototypes 

similar to their concepts, none of them worked as planned. 

One team did produce a working prototype, but it was lack-

ing the full function prescribed by the concept.  

 

The group that decided to do a LEGO robot project also 

fell short of their goals, but the dynamics of that group 

changed from the start to the final prototype. In the begin-

ning, one group member was leading the group. Once the 

construction of the robot was completed, the leadership 

shifted to another member of the group during the program-

ming phase. All group members of the robotic project were 

highly involved in at least some portion of the prototyping 

phase. 

 

 

 

 

 

Semester 2 Observations 
 

Teams were generated in a similar manner as in the pre-

ceding semester. When teams were divided, the first priority 

was programming experience. Next priorities were me-

chanical and other general skills. Each team was instructed 

that they were to build a toy that had a specific task to per-

form. It was to navigate a maze and capture a red ball, 

bringing it back to the start. This had to be accomplished 

using the LEGO robotics set provided. Teams were also 

allowed to build additional parts if required. 

 

During the customer needs phase, students had some 

difficulty compared with the previous semester, in which 

free reign was given over what to build. In this case, teams 

were not nearly as imaginative and did not do as well at 

surveying potential customers. The product specification 

phase was also weaker during the second semester, possibly 

due to the lack of excitement of building ideas of their own. 

Two of the six groups had reasonable product specifications 

on the first attempt, but the other four did not. 

 

Once the specifications were completed, teams were 

introduced to the LEGO sets. At this point, they began de-

veloping their concepts. The concepts did follow ideas ob-

tained from customer needs and developed relatively well. 

Some of the ideas generated were concerned with locomo-

tion; for example, tracks vs. wheels and how to configure 

them. Other ideas dealt with how to capture the ball. All the 

groups failed to document concepts on how to program the 

robot.  

 

Another interesting learning situation occurred once stu-

dents were given the LEGO sets. Many teams began build-

ing prototypes as opposed to generating as many concepts 

as possible. This did help them quickly narrow down the 

final concept that they presented, but most made fairly ma-

jor changes to the designs as they progressed into the testing 

phase. The presentations for the concept phase were strong. 

Students could visualize what they were going to design/

build and had pictures as well as text in their slides. During 

the concept phase, one or two leaders of each group essen-

tially controlled the direction. 

 

During the prototyping phase, the same leaders of each 

group led during the mechanical build phase. In two-thirds 

of the groups, the leadership changed once the robotics pro-

gramming began. Students that had been fairly reserved and 



——————————————————————————————————————————————–———— 

 

not significant contributors to this point became the leaders 

of the group. Other team members were still heavily in-

volved, since all groups had unforeseen mechanical issues 

as well as continued software modifications. 

 

The programming used a simple drag-and-drop graphical 

interface, as shown in Figure 2, so it was not beyond the 

abilities of the students. Also demonstrated in Figure 2 is a 

continuous loop with a conditional statement that turns left 

if the button is pushed, otherwise it turns right. This pro-

gram eliminated the need to learn sophisticated syntax and 

students could focus on the problems and algorithms. This 

benefit of graphical programming has been reported by mul-

tiple authors [2-4]. On several occasions, the main program-

mer was missing for a portion or all of a class. Teammates 

would pick up and make updates to the programs. In some 

cases, these team members had no prior programming ex-

perience. 

Figure 2. Graphical Drag-and-Drop Programming Interface 

and Program 

 

Size constraints arose as unexpected issues were faced 

by the groups. The maze was rather constricting compared 

to the size of the robotics. This caused numerous redesigns 

for all the groups. They also encountered stability issues 

where the robots would tip over while cornering or when 

striking a wall. Also, teams realized that the ―simple‖ 

mechanism originally planned for capturing the ball was not 

as easy as it first appeared.  

 

The teams met with multiple challenges in developing 

the software. A simple gap in the outer wall of the maze 

would cause robots to turn into the wall. Navigating in a 

straight line would not work as planned, since the motors of 

both wheels did not always turn at the same rate. Most of 

these issues required including feedback or damping the 

reaction to a sensor change. Besides learning engineering 

skills during this phase, students learned to work together as 

a team. Each team member had different skills to bring to 

the project at different points. Also, the time to build and 

program the robots was short enough to instill a real sense 

of urgency. 

 

At the end of the project, one group successfully navi-

gated the maze and captured the red ball. All of the groups 

were able to navigate the maze with varying degrees of so-

phistication. A better measure of success, however, was that 

all groups worked together as teams and made good pro-

gress towards a goal. The last day of class, the maze and 

robots were on display in a central area of the campus where 

the final projects were demonstrated for students, faculty, 

and staff.  

 

Comparisons 
 

Allowing students the freedom to choose any project 

definitely produced more interest during the initial phases of 

the project. Through the concept phase, non-robotics stu-

dents were more enthusiastic and creative than students with 

a robotic project. However, the non-robotics groups got 

bogged down during the prototyping stages, and all but one 

group seemed to lose track of what they were trying to ac-

complish. Contributing to the confusion was the fact that the 

goals set out when defining product specifications were 

more difficult than envisioned. As freshmen, they did not 

have the appropriate skills to actually complete the projects 

as specified. On the other hand, the robotics students 

showed increased enthusiasm as they started working with 

the LEGO robots during the concept development phase.  

 

The robotics teams knew it was possible to build a robot 

to do what was being asked of them, and they could see 

other groups getting closer to the solution. Since all teams 

had the same raw materials available, it put them on equal 

footing. This definitely helped them to focus and work hard 

to get their projects to function. Participation in the non-

robotics group stagnated, with one to two people from each 

group leading from start to finish. The robotics groups, 

however, saw at least three of the four members take control 

at some time in all but one of the groups.  
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Conclusion 
 

Use of LEGO robotics provided an attainable engineer-

ing challenge for freshman engineering students. They were 

reasonably engaged during the customer needs and product 

specifications phases. During the concepts and prototyping 

phases, the vast majority of students were heavily engaged 

in solving the many problems associated with the project. 

Many more students were involved in leading their respec-

tive teams with the robotics than with the non-robotics pro-

jects. This was due to the variety of work that had to be ac-

complished in a relatively short time. 
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WHERE IS THE TRANSFORMATIONAL LEADERSHIP IN 

ENGINEERING EDUCATION? 
——————————————————————————————————————————————–———— 

Pete Hylton, Indiana University Purdue University Indianapolis 

Abstract  
 

Leaders in both industry and academia agree that to 

meet the needs of the 21st century, more and better engi-

neers are needed. To provide them, schools must change 

how their engineering students are taught to better prepare 

them for the new global challenges that they face. This will 

literally require us to transform our system of educating 

engineers. To transform engineering education, we need 

what students of leadership studies recognize as transforma-

tional leadership. Yet a review of the current leaders in the 

field of engineering education reveals that no one seems to 

address the appropriate theories, skills and behaviors that 

can be learned from leadership studies. This leaves us with 

the question: Where is the transformational leadership in 

engineering education? 

 

Introduction 
 

 Engineers transform society on a regular basis. They 

transform the structures in which we live, play and work; 

the transportation used to get from place to place; and the 

tools used in every part of our lives. In essence, the things 

engineers design and build change the way we live. Engi-

neering educators shape the skills and thought processes 

that the next generation of engineers will use to create so-

cietal changes.  

 

The National Academy of Engineering (NAE) has pub-

lished a book entitled Educating the Engineer of 2020, 

which is a compilation of the results of a project adminis-

tered by the Committee on Engineering Education of the 

NAE [1]. The goal of the project was to answer the ques-

tion: ―What will or should engineering education be like 

today or in the near future to prepare the next generation of 

students for effective engagement in the engineering profes-

sion in 2020?‖ By its nature, the authoring committee is 

made up of many of the leaders in the field of engineering 

education. They point out that some huge changes are nec-

essary, including: 

 

1. There needs to be a complete overhaul of the BS/MS 

degree system in engineering education, such that the 

BS degree becomes essentially an ―Engineer-in-

Training‖ degree and the MS degree becomes man-

datory as the required professional degree. Thus, 

similar to the medical profession, advanced degrees 

would be required before one would be recognized 

as being ready for practice in industry. 

2. Universities need to accept that educational research 

is equally valid and equally valuable when compared 

with pure technical research in engineering schools. 

The emphasis on advanced engineering research at 

Research One (R1) universities is not benefiting the 

training of the vast majority of new engineers enter-

ing the U.S. workforce. 

3. Engineering education programs need to become 

more interdisciplinary, including exposure to liberal 

arts, humanities, and social sciences.  

4. Universities should supply significant support to the 

Science, Technology, Engineering, and Math 

(STEM) education programs in the pre-collegiate 

programs at the K-12 grade levels. This is a signifi-

cant change in direction since most R1 universities 

maintain a focus that bypasses the bachelor‘s degree 

and focuses on advanced degrees and advanced re-

search. Most schools provide little support from their 

engineering faculty to the growth of STEM educa-

tion in grades K-12. 

 

The report also states that addressing these issues is go-

ing to be a challenge, because there are ―lurking concerns 

about the institutional inertia, whether in the form of faculty 

resistance to change, or the challenges of moving the 

‗battleship‘ of the modern research university‖ [1]. 

 

Progressive leadership would seem to be called for in 

the leadership of engineering educators. Yet, one can attend 

the major and minor conferences of the American Society 

of Engineering Education (ASEE) and the Institute for 

Electrical and Electronics Engineers (IEEE), or the annual 

Frontiers in Engineering Conference (jointly sanctioned by 

ASEE/IEEE), or read the journals of engineering education 

research, and find virtually no mention of the fundamental 

leadership theories and concepts of today‘s age, particularly 

the one that provides the strongest asset to changing the 

current environment of technical education: transforma-

tional leadership. This raises the question: ―Where is the 

transformational leadership in engineering education?‖ 
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The Need for Change in Engineering 

Education 
 

James Melsa, the past president of ASEE, discussed the 

need for ASEE to take a leadership role in the changes 

needed for engineering education in a recent guest editorial 

[2]. Thomas Litzinger, director of the Leonhard Center for 

the Enhancement of Engineering Education, used the same 

forum to discuss changes that needed to occur within the 

field that the center oversees [3]. Charles Vest, president of 

the NAE, has done likewise [4]. The research team of Farr 

and Brazil recapped the history of engineering education, 

up to and including the previously referenced NAE report 

of 2005, discussing the need for leadership training both for 

the educators and for the students being trained for industry 

[5]. The team of Jesiek, Newswander, and Borreg discussed 

extensively the new trend in developing engineering educa-

tion research [6]. In 2008, the Journal of Engineering Edu-

cation ran a special issue regarding the changes that are 

currently occurring (or need to be) in this specialized aca-

demic field. Yet, in none of these instances is general lead-

ership theory even mentioned. It appears that the leaders in 

engineering education are well aware of the need for 

change and for creative leadership to create that change. 

However, they do not appear to be drawing on the benefits 

and knowledge associated with normally accepted leader-

ship theories.  

 

Shirley Ann Jackson, president of Rensselaer Polytech-

nic Institute traces the history of divergence between engi-

neering and technology and the liberal arts, philosophy, 

sociology and psychology fields (often referred to collec-

tively as the ―soft sciences‖ by engineers) [7]. Maria Para-

disio presents the case that engineering and the social sci-

ences have long been on opposite sides of a chasm, which 

has prevented them from benefiting from each other [8]. 

Although communication and the recognition of inter-

societal needs has begun to close that gap, the fact of the 

matter is that engineers in general still tend to give little 

respect to the work performed in the humanities and social 

sciences. This is a probable explanation for why engineer-

ing leadership is slow to take hold of the theories of leader-

ship studies, since these studies would be viewed as coming 

from the ―soft‖, i.e., non-technical, sciences. 

 

Perhaps the biggest change being recommended for en-

gineering educators is a readjustment of the focus that engi-

neering faculty should apply. Currently, tenured engineer-

ing faculty tend to focus on technical research projects as 

their major contribution to the university, frequently teach-

ing as few as one undergraduate class per semester. In fact, 

in many cases, research faculty may be able to completely 

buy their way out of teaching commitments using funds 

coming from industry consulting or research grants. The 

NAE report states that faculty members need to redirect 

their efforts toward improving the education of undergradu-

ate students, reducing the focus on performing research. 

These faculty must play a major role in the changes that 

need to take place, yet ―providing incentives for their sup-

port is challenged by the present faculty reward system, 

which bases decisions for tenure primarily on research‖ [1]. 

By this, the report is referring to technical research in engi-

neering specializations. The NAE summary continues to 

say that many major advances in both business innovation 

and improvement in lifestyle are the result of engineering 

research, yet ―this has not necessarily translated into excel-

lence in undergraduate education‖ [1]. To make the neces-

sary improvements in the way engineering students are edu-

cated, there must be a realignment. The curriculum must 

align better with the challenges and opportunities of the 

workplace, and the faculty must align better with the skill 

sets necessary to deliver that curriculum.  

 

Crawley, Malmqvist, Ostlund and Brodeur [9] state that 

―Part of the change process will require strengthening the 

competence of faculty in skills and in active experiential 

learning and student assessment. There is little reason to 

expect a faculty that has been recruited as a cadre of re-

searchers to be proficient in many of the skills of engineer-

ing practice. And there is absolutely no reason to believe 

that these faculty researchers would be able to teach these 

skills.‖ Mathieu, Pfund, and Gillian-Daniel [10] address the 

differences in the way research faculty and teaching faculty 

look at their instructional preparations. Academic leaders in 

higher education must deal with the fact that there are dis-

tinctly different types of instructors on their staff, with very 

different approaches and objectives. Balancing these differ-

ences in a manner that creates a homogeneous whole is a 

significant leadership challenge. 

 

Tenure continues to be awarded, at most engineering 

universities, primarily for success in technical research. 

Funding for faculty projects and faculty salaries tends also 

to be based on success in the technical research arena. At 

some R1 universities, applicants for new faculty tenure-

track positions are not even considered if they are not 

deemed adequately qualified for the task of advancing the 

school‘s technical-research agenda. Engineering educators 

are being told that they need to change, both at the national 

level and the individual faculty level. They are being told, 

by the priorities of tenure, that there is a need for them to 

change, but they are not being incentivized to make those 

changes occur. 
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The Need for Leadership Theories 
 

For all of the significant changes that need to occur in 

engineering education, there appears to be no use of trans-

formational leadership theory in attempting to solicit fac-

ulty buy-in to advance the change. Nielsen, Randall, 

Yanker, and Brennan [11] state, ―Transformational leaders 

may have a profound impact on followers‘ perceptions of 

their work characteristics, because they provide personal 

attention to providing development through individualized 

consideration, enable new ways of working, encourage 

novel problem solving, provide coaching, and encourage 

specific behaviors of subordinates through intellectual 

stimulation‖. All of these attributes would seem to mesh 

well with engineering academia, indicating that transforma-

tional leadership could be a strong tool in the hands of lead-

ership. Transformational leaders are generally viewed as 

―being innovative and less likely to support the current 

situation, seeking opportunities in the face of risk, and at-

tempting to shape and create‖ [12]. These are descriptors of 

precisely the kind of leadership that is needed in engineer-

ing academia if the transformative changes described earlier 

are to be achieved.  

 

Mark Sanders, keynote speaker at a recent conference of 

the International Technology Education Association 

(ITEA), provided observations and reflections on leadership 

within engineering and technology education [13]. Consis-

tent with the previous discussion, he made no recognition 

of transformational leadership, or other leadership theories. 

From a general position, he proposed that all effective lead-

ers must be motivated by passion. Sanders recognized that 

this passion can be for either good or ill, saying, ―It may be 

their quiet passion to improve the human condition…or 

their loud passion for wealth, power, control, fame, or some 

even more ignoble purpose.‖ Miller defines both transfor-

mational and charismatic leadership traits and discusses the 

concept of love as a motivating factor in transformational 

leadership [14]. It would be a semantic error, in many in-

stances, to confuse these two authors‘ use of the words pas-

sion and love. However, in this case, they are both talking 

about the motivating factor for creating transformative lead-

ership. In fact, both authors give examples of leaders moti-

vated in this way, and the lists share names such as Nelson 

Mandela and Mother Teresa. Sanders also lists names as 

examples of the dark side of passionate leadership, such as 

Stalin and Hitler. While Miller gives no negative examples, 

those of Sanders would clearly fit her description of a non-

transformational (charismatic) leader whose objective is 

self-elevation and self-fulfillment. The two authors show 

considerable similarity of thought. Yet, Sanders shows no 

acknowledgement of leadership theory. So it is not surpris-

ing that there is no discussion of how these new leaders of 

engineering education will inspire their followers to change 

their direction and follow their leaders on a course to 

change the way we educate new engineers. There is no con-

versation regarding the mutual benefit that academia will 

gain by improving the education process, and society will 

gain by having a generation of better-educated engineers, or 

what will influence engineering educators to bring about 

the change.  

 

Syndell points out the role that emotional intelligence 

plays in transformational leadership [15]. This involves:  

 

The ability to monitor one‘s own and others‘ feel-

ings and emotions that focuses on an array of emo-

tional and social abilities, including the ability to 

be aware of, understand, and express oneself; the 

ability to be aware of, understand, and relate to 

others; the ability to deal with strong emotions; and 

the ability to adapt to change and solve problems of 

a social or personal nature.  

 

Those possessing this would clearly fall onto the posi-

tive side of the slate created by Miller and Sanders, rather 

than the negative side. Those on the negative side would 

avoid any feelings whatsoever for those they lead, while 

those on the positive side would focus on mutual elevation, 

which is a key transformational-leadership trait. Hopewell, 

McNeely, Kuiler and Hahm [16] explain the role of engi-

neering education leaders this way: 

 

Academic leaders are charged with, for the most 

part, a cadre of scholars and analysts immersed in 

the pursuit of diverse interests encompassing both 

research and teaching. However, academic leaders 

also must represent the interests to the non-

academic community to garner support and sustain 

institutional legitimacy. Thus, academic leaders 

must move their institutions and communities for-

ward with both tangible and intangible motivators. 

 

Typical of articles emanating from engineering acade-

mia, there is no discussion of the leadership types that 

would be best used in motivating and attaining these goals. 

However, by comparing the articles, it is obvious that the 

characteristics needed in engineering academia are those 

characteristics generally associated in leadership studies as 

transformational leadership. Transformational leaders 

change the organizations they lead by educating and involv-

ing their followers in the changes needed and the reasons 

behind those changes, then relying on those followers to 

institute the changes while supplying the support and en-

couragement necessary to ensure that the changes are in-

deed enacted, thus elevating their followers to a new level 
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so as to advance the entire organization. With no other in-

centive, and no recognition of transformational leadership 

behaviors, the current academic leadership has very little 

chance of actually achieving the needed change. Let us con-

tinue to examine how other leadership theories could poten-

tially assist engineering academia in this process. 

 

There is an argument that could be made that transac-

tional, rather than transformational, leadership might be 

useful in this scenario. Singer and Singer point out that 

―organic organizations‖ (i.e., those with non-rigid goals and 

structures, highly educated members, and a need for inno-

vation), frequently function best under transactional leader-

ship [17]. Certainly, engineering academia meets the de-

scription for an organic organization. However, the cost-

benefit aspect of transactional leadership, in which the 

leader motivates subordinates by exchanging rewards for 

behaviors and results, is inconsistent with the university‘s 

need for the financial benefits associated with advanced 

research; therefore, the transactional approach probably has 

little applicability in our scenario. 

 

One might think that instructional leadership theory 

would be applicable to those teaching engineering. How-

ever, Hallinger points out that this model really ―focuses 

predominantly on the role of a public school principal in 

coordinating, controlling, supervising, and developing cur-

riculum and instruction in the school‖ [18]. This does not 

really apply to our discussion, because university deans and 

chancellors play virtually no role in these aspects, instead 

leaving it to the faculty to develop virtually everything 

about not only the individual class instruction, but also 

what classes make up the required plan of study.  

 

Participative leader behavior, as described by House, is 

directed at encouraging subordinates by including them in 

the decision-making process and taking into consideration 

their opinions [19]. This is not likely to be viable in our 

scenario, as the current faculty at most engineering schools 

are strongly biased toward the existing research model and 

they have a vested interest in maintaining that situation. 

Thus, their participation in the decision process is likely to 

leave the ship grounded exactly where it sits rather than 

floating it on a new course. 

 

There is also no leader-member leadership effect visibly 

at play in trying to motivate educators to change the current 

model, because rewards to faculty (both financial and pro-

motional) continue to be mostly handed out for success in 

technical research [20]. This reward system maintains the 

status quo rather than instilling a drive for change. There is, 

therefore, no organizational citizenship effect to prompt the 

faculty to put in extra effort to enhance their teaching in 

addition to their primary focus on research [21]. Likewise, 

schools are not incentivized to educate. Under growing 

funding cuts from government (local, state, and federal) 

they are incentivized to sell their research skills to industry, 

pursue valuable high-tech research grants, or perform re-

search on new products that can be entrepreneurially mar-

keted to their financial benefit.  

 

Path-goal approaches as described by House might well 

prove useful in this situation, if we assume that leaders will 

show faculty a path to mutual improvement, define their 

role in following that path, and give them the training nec-

essary to move forward on that path [19]. But there is cur-

rently no apparent use of path-goal leadership to effect 

change in the system because, despite what is said about 

change, administrators continue to steer faculty on a re-

search path, and tenure and promotion requirements con-

tinue to indicate that the path to success is through engi-

neering research.  

 

Equity leadership theory, as described by Deluga, indi-

cates that if research faculty and teaching faculty in engi-

neering education were treated equally, with regards to re-

wards such as tenure, promotion, project financing and, of 

course, salary, then there would be a much stronger incen-

tive to improve instructional skills and teach more classes 

[22]. Of course, this would also imply that universities 

would hire more faculty members for tenure-track teaching 

positions equitably with tenure-track research positions, but 

this does not seem to be the case. So once again, the theo-

ries from leadership studies, which might prove beneficial 

to engineering academia, appear to be getting too little at-

tention within engineering academia. 

 

The merits of situational leadership versus contingency 

leadership as applied to the presented scenario of engineer-

ing education deserve some consideration. Situational lead-

ership theory, as described by Graeff [23], suggests that as 

situations change and evolve, leaders must be able to be 

flexible and adapt to the needs of each situation. Since uni-

versities differ to greater or lesser degrees, as national lead-

ers work to institute changes across the range of engineer-

ing schools, there will be a strong need to be flexible in 

working with the programs at each school. On the other 

hand, at any given school, it may be necessary to apply 

contingency leadership philosophy which says, it may be 

necessary to put new leadership in charge in order to see 

changes successfully implemented in order to adjust to the 

need to totally revamp the way that the school‘s administra-

tion approaches tenure and promotion, and the way that 

faculty members approach teaching as opposed to research. 

This would be a case of applying contingency leadership 
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approaches locally and situational approaches globally 

within engineering education leadership. 

 

Conclusions 
 

It appears that the leaders of engineering education are 

not familiarizing themselves with relevant theories from the 

field of leadership studies. This leaves them ill-equipped to 

institute the changes needed in the engineering education 

field today. For this reason, it is strongly suggested that 

leaders in engineering academia spend time examining the 

extensive work available on leadership styles and behav-

iors. The skills and approaches generally associated with 

transformational leadership (by students of leadership) ap-

pear to offer the greatest strength as tools for engineering 

education leadership. If those in leading roles in engineer-

ing academia were to learn and apply transformational lead-

ership approaches, the job of changing the education envi-

ronment to meet the needs of the future could be much eas-

ier.  

 

This study points out a lack of exposure to accepted 

leadership theory by engineering education leaders, even 

though it is clear from their writings that the attributes they 

consider desirable are consistent with leadership studies. 

This can be taken as an example of engineering leaders not 

utilizing the work produced by those in what technical per-

sonnel frequently refer to as the soft sciences. This lack of 

transfer of potentially valuable knowledge and experience 

appears to be due to a long-standing view by those in the 

technical fields that somehow the less quantifiable work in 

these non-technical fields is of lesser value. A more liberal-

minded position is required, wherein engineers and engi-

neering educators acknowledge the shortcomings of their 

own solution approaches and the potential benefit of utiliz-

ing the results of research conducted outside the engineer-

ing arena. This points toward a strategic weakness in the 

way engineering education leaders are attempting to pro-

vide progressive leadership for the future and indicates a 

need for more understanding and recognition of general 

leadership studies by engineering education leaders. 
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Abstract  
 

Science teaches what can be done, law teaches what may 

be done, and ethics teaches what should be done. All four 

United States Coast Guard Academy (USCGA) Engineering 

Programs are accredited by the Accreditation Board for En-

gineering and Technology (ABET); accreditation requires 

all cadets majoring in engineering to have additional course-

work in engineering ethics. Since ethics is among the core 

curricula at USCGA, all cadets are required to complete a 

general course in ethics. Over the past several years, engi-

neering ethics has been taught as a module of capstone de-

sign courses in each major. This is an alternative to teaching 

engineering ethics as a separate course. Assessing student 

knowledge of engineering ethics is a concern. USCGA has 

used assessments like the Ethics Luncheons to give cadets 

an opportunity to interactively discuss ethics, and more tra-

ditional approaches such as written assignments that include 

papers analyzing the engineering ethics involved in creating 

weapons. Two rubrics have been developed to assess ABET 

Criteria 3c and 3f. The ED03 Rubric attempts to generate 

assessment data for ABET 3c by assessing five factors: eco-

nomic, ethical, safety, manufacturability and social/

political /environmental/sustainability. The ED06 Rubric 

attempts to generate data to assess ABET 3f by assessing 

two factors: student understanding of the code of ethics and 

ethical judgment. USCGA is working towards developing a 

reliable method for assessing ethical knowledge.  

 

Introduction 
 

The United States Coast Guard Academy (USCGA) is 

one of five Service Academies training and educating future 

officers for service. USCGA offers eight majors, with four 

of the eight in engineering (Civil, Electrical, Mechanical 

and Naval Architecture and Marine Engineering). USCGA 

seeks accreditation for all programs, including ABET ac-

creditation for its engineering programs.  

 

Prior to the last ABET visit in 2007, three of the four 

engineering programs had very short plans for addressing 3f 

[1-3]. Electrical Engineering had a more robust plan, but the 

faculty were uncomfortable with many of the items included 

in the assessment because the program had no control over 

most of the items [4]. The problem was relying on other 

departments and divisions to support engineering programs 

when and if changes need to be made. It is much easier to 

include only assessments in courses controlled by the pro-

grams. 

 

The Need to Assess Ethical 

Knowledge 
 

Institutions seeking ABET accreditation for engineering 

programs must publish and document student success at 

mastering student-specific outcomes. Table 1 outlines 

ABET‘s list of required student outcomes. As noted by 

ABET, student outcomes should lead to program graduates 

attaining the program‘s educational objectives. Each degree 

program should list and prepare documentation for each 

outcome (a-k). If a program has additional student out-

comes, they should be included. Notable among the student 

outcomes is Criteria 3f, an understanding of professional 

and ethical responsibility. Different institutions and pro-

grams interpret 3a-k differently. This is accepted as part of 

the ABET accreditation process, and allows institutions and 

programs to address its interpretation and approach to ad-

dressing these outcomes. 

 

Since the latest ABET criterion allows each program to 

define its own performance indicators for these outcomes, 

every institution struggles to define their approach to devel-

oping outcome measures, and USCGA is no exception. 

Some ABET Criterion-3 requirements are easier to docu-

ment than others because they are measured at several 

points, so there are many more opportunities to assess these 

skills. For example, Criterion 3a—an ability to apply 

knowledge of mathematics, science and engineering—can 

be assessed in any number of math, science and engineering 

courses.  

 

 

SOUNDING THE DEPTHS:  ASSESSING CADET 

KNOWLEDGE OF ENGINEERING ETHICS 
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Table 1. ABET Criterion 3 Outcomes [5] 

Proving an institution or program prepares students to 

solve various problems using their engineering, science and 

mathematics knowledge can be as simple as having stan-

dardized examination questions on several exams in differ-

ent classes. How does a program measure its students‘ un-

derstanding of professional and ethical responsibilities? 

What does it mean for a student to demonstrate understand-

ing versus an ability to do something? 

 

Bloom‘s Taxonomy of the Cognitive Domain may prove 

helpful in addressing these questions. Bloom‘s Taxonomy 

was developed by a group of educational psychologists to 

classify cognitive skills. In short, Bloom‘s Taxonomy is a 

guide for measuring how well someone has learned some 

subject matter. Table 2 outlines Bloom‘s Revised Taxon-

omy.  

 

 

 

Table 2. Bloom’s Revised Taxonomy [6] 

Cognitive 

Skill 

Expectations/Objectives Verbs for Objec-

tives 

Remember Shallow processing, draw-

ing out factual answers, 

testing recall and recogni-

tion 

Choose, describe, 

define, identify, 

label, list, locate, 

name, recite, se-

lect, state 

Understand Translating, interpreting 

and extrapolating 

Classify, defend, 

demonstrate, dis-

tinguish, explain, 

express, extend, 

indicate, infer, 

match, judge, 

paraphrase, pre-

sent, restate, re-

write, select, sum-

marize 

Apply Knowing when to apply; 

why to apply; recognizing 

patterns of transfer to 

situations that are new, 

unfamiliar or have a new 

slant for students 

Apply, choose, 

explain, general-

ize, judge, organ-

ize, prepare, pro-

duce, select, 

show, sketch, 

solve, use 

Analyze Breaking down into parts, 

forms 

Analyze, catego-

rize, classify, 

compare, differ-

entiate, distin-

guish, identify, 

infer, survey 

Evaluate Evaluation based on some 

set of criteria, and state 

why 

Appraise, judge, 

criticize, defend, 

compare 

Create Combining elements into 

a pattern not clearly there 

before 

Choose, combine, 

compose, con-

struct, create, 

design, develop, 

do, formulate, 

invent, make, 

make up, origi-

nate, plan, pro-

duce, tell 

(a) an ability to apply knowledge of mathematics, science, 

and engineering 

(b) an ability to design and conduct experiments, as well as 

to analyze and interpret data 

(c) an ability to design a system, component, or process to 

meet desired needs within realistic constraints such as eco-

nomic, environmental, social, political, ethical, health and 

safety, manufacturability, and sustainability 

(d) an ability to function on multidisciplinary teams 

(e) an ability to identify, formulate, and solve engineering 

problems 

(f) an understanding of professional and ethical responsibil-

ity 

(g) an ability to communicate effectively 

(h) the broad education necessary to understand the impact 

of engineering solutions in a global, economic, environ-

mental, and societal context 

(i) a recognition of the need for, and an ability to engage in 

life-long learning 

(j) a knowledge of contemporary issues 

(k) an ability to use the techniques, skills, and modern engi-

neering tools necessary for engineering practice. 
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By applying Bloom‘s Taxonomy to ABET‘s Criterion 

3f, an understanding of professional and ethical knowledge 

would be a lower-level cognitive skill. The expectation may 

be that students are not able to resolve all ethical dilemmas 

presented to them, but are at least be able to recognize di-

lemmas, understand why the dilemmas exist, and know 

where to seek help to resolve those dilemmas. 

 

In assessing student understanding, faculty can use 

Bloom to develop an assessment of a higher cognitive skill 

to measure a lower one. For example, cadets‘ understanding 

could be measured by having them read cases and write a 

judgment as a board of ethical review, based on an engi-

neering code of ethics (ASCE, ASME, IEEE, NAME or 

NCEES). In this exercise, cadets would have to be able to 

recognize dilemmas, understand why the dilemmas exist 

and, based on an engineering code of ethics, decide if the 

action taken by the engineers in the case was acceptable. 

 

Can, May and Should 
 

Figure 1 is an attempt to graphically capture the educa-

tion to which cadets are exposed. Science teaches what can 

be done, law teaches what may be done, and ethics teaches 

what should be done. As part of the core curriculum, cadets 

take courses in Maritime Law Enforcement, Criminal Jus-

tice and Morals and Ethical Philosophy. In addition to 

coursework, cadets participate in ethics training provided 

through the Cadet Division. This training includes the Eth-

ics Forum, which is a day-long series of ethics addresses by 

individuals with military, medical, philosophical and engi-

neering backgrounds. 

Figure 1. Cadet Education and Training 

 

 

The combination of academic coursework and military 

experiences such as Cadet Honor Concept, Cadet Honor 

Board and Ethics Forum give cadets a big-picture under-

standing of where the lines between legal/illegal and ethical/

unethical behavior are. The introduction of profession-

specific ethics, e.g.,, Engineering Ethics, is included in sen-

ior-level courses. A proposal was offered previously to 

modify the Morals and Ethics course to include a section on 

profession-specific ethics. The proposal called for 85-90% 

of Morals and Ethics to be taught by humanities faculty, and 

the remaining portion of the class to be taught by faculty 

from the majors. This proposal would have required major-

specific sections of Morals and Ethics, as well as identifying 

faculty that could absorb additional teaching assignments. 

The proposal failed.  

 

The Engineering Department has also used an Ethics 

Luncheon as a method of exposing cadets to engineering 

ethics. The Ethics Luncheons were designed to have faculty 

discuss ethics with cadets in a casual, roundtable setting. 

The luncheons were held every semester, with First Class 

Cadets required to attend three of the four luncheons offered 

during the semester and write a paper discussing the ethics 

of a particular case. In the first year, the luncheon was very 

successful. First Class Cadets enjoyed the informal ethics 

discussions with faculty. As the luncheons were modified, 

the amount of work increased, and as faculty members ro-

tated to new duty assignments, interest in continuing the 

program waned.   

 

A course in Engineering Ethics could be developed and 

offered very quickly. The course would extend exploration 

of topics covered in Morals and Ethical Philosophy, and 

then focus on engineering-based ethics and case studies. To 

add this course to the curriculum would require the loss of 

the only free elective cadets in engineering majors currently 

have. According to the current course catalog, two of the 

four engineering majors only have one elective—the free 

elective. The other two majors have either one free and two 

major electives, or two free electives [7]. Given the amount 

of coursework and training devoted to the subject of Ethics, 

keeping the Ethics in Capstone Design and Construction 

Management class is probably the best choice. 
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Measuring an Understanding of 

Ethics 
 

 As programs have settled on when assessments will be 

done, rubrics have been developed to measure understand-

ing. Both ABET 3c and 3f have ethics as a component. Two 

rubrics currently under development attempt to measure an 

understanding of ethics as well as the ability to design with 

constraints including ethics. The rubric addressing 3f is in 

Appendix 1: ED06 Rubric Addressing ABET Criteria 3f.  

 

Rubrics for outcomes 3c and 3f were developed using 

"silent brainstorming" and "grouped affinity" activities. 

Outcome 3f was judged to be sufficiently general such that 

all four of CGA's engineering programs could reasonably 

share common performance indicators and levels of per-

formance. Therefore, the rubric for outcome 3f was devel-

oped by a department-wide assessment committee for use 

by all four programs. However, outcome 3c, which deals 

with design, was judged to be program-specific and, accord-

ingly, the development of the rubric was best addressed by 

the respective program faculty. 

 

Both rubrics are structured as analytic rubrics. The rubric 

for outcome 3f features two performance indicators: 1) 

awareness and understanding of the code of ethics, and 2) 

Ethical Judgment, including problem recognition and solu-

tion description. The first performance indicator is struc-

tured to exactly meet the minimum requirements for 

"understanding" and is structured to assess mere awareness 

or knowledge of any professional society's engineering 

code, as is actually focused at the "remember" level of 

achievement (a level below "understanding") to determine if 

awareness itself is potentially a contributing factor to a hy-

pothetical cadet's failure to achieve the desired level of this 

outcome. This was deemed important because, as mentioned 

above, cadets receive extensive exposure to ethics, exposure 

which includes rigorous academic preparation and practical 

training exercises in the course of their military duties. 

However, this training is either general in nature or tailored 

to the Coast Guard profession, which means that it is not 

necessarily tailored to the engineering profession specifi-

cally. The "awareness" line of the rubric, then, provides a 

means to assess if the existing four-year program of study 

adequately exposes the cadets to professional society codes 

of ethics. 

 

The "ethical judgment" performance indicator actually 

exceeds the minimum level of "understanding" and instead 

specifies problem recognition and problem solving as the 

minimum levels of performance. As such, this performance 

indicator actually specifies a level of performance in excess 

of that required by ABET. However, considering the mis-

sion of the institution and the objectives of the programs, 

which include successful service as a U.S. military officer, 

the higher level of attainment was deemed appropriate and 

necessary to enable ultimate achievement of these objec-

tives. 

 

This higher level of attainment is also evident in the per-

formance indicators associated with outcome 3c. Here, the 

causal relationship between objective and performance indi-

cator is not as obvious. Specifically, outcome 3c defines the 

"ability to design...within realistic constraints such 

as ...ethical..." This raises the question: What level of attain-

ment of ethics is necessary to allow its consideration as a 

design constraint? Is this "understanding" or a higher level 

on Bloom's taxonomy? 

 

The program faculty considered this carefully and de-

cided that to include ethical considerations in design actu-

ally involved the application of ethics; in other words, a 

level of attainment on Bloom's taxonomy above 

"understanding". The performance indicators for this rubric 

(which is also an analytic rubric) address 

"awareness" (much as for the outcome 3f rubric) but extend 

the concept of attainment in the ethics performance indica-

tor to include "end use". This performance indicator implies 

that the level of attainment of an engineer for ethics needs to 

be at the "application" level above "understanding" as speci-

fied in outcome 3f.  

 

The tie between the level of performance expected of an 

individual in ethics at the U.S. Coast Guard Academy is 

therefore driven by two factors:  1) A level of performance 

that includes "application" that is driven by the institution's 

mission and the objective of military service for its gradu-

ates; and 2) a level of performance that is driven by the abil-

ity to "apply" ethics to design—an expectation of 

"application" that is driven by the program objective of pro-

ducing an engineer.  

 

Therefore, the level of achievement of "ethics" for an 

engineer at the Coast Guard Academy needs to be at the 

"application" level for two reasons:  1) to prepare the cadet 

for service as a Coast Guard Officer; and 2) to prepare the 
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cadet to perform as an engineer capable of considering eth-

ics as a realistic design constraint. Significantly, even with-

out the military mission of the Academy, this second reason 

still implies that all engineers should be capable of applying 

ethics to their designs, which implies that the wording of 

outcome 3f is such that the level of expected attainment 

("understanding") is set too low. 

 

Conclusions 
 

The Engineering Department at the United States Coast 

Guard Academy is in the early stages of assessing ABET‘s 

3c and 3f Criteria for ethics. With the creation of two ru-

brics, the department has the ability to start gathering data. 

The department's next step is to map the performance indi-

cators associated with these rubrics to appropriate courses in 

the existing curriculum to identify opportunities to assess 

each performance indicator. The department anticipates that 

new opportunities—most likely in the form of locally-

prepared assignments, but possibly also focus group, inter-

view, or other types of assessment opportunities—will have 

to be created in order to assess some of the performance 

indicators since gaps between the performance indicators 

and existing program will likely become visible as a result 

of the mapping process. Once assessment opportunities 

have been either identified or created for all of the perform-

ance indicators, a second set of assessment opportunities 

may be created for select performance indicators in order to 

triangulate data. The necessity for, and manner of, triangula-

tion will be determined after inspection of the preliminary 

assessment results. 
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Appendix 
 

Appendix 1. ED06: Rubric addressing ABET Criteria 3f  

Code of Ethics - Awareness 

Unsatisfactory Satisfactory Excellent 

Unaware of Engi-

neer‘s Code of 

Ethics 

Aware of Engi-

neer‘s Code 
of Ethics 

Aware of Engi-

neer‘s Code of 

ethics and can 

name several key 

components from 

memory 

Code of Ethics - Understanding 

Unsatisfactory Satisfactory Excellent 

No understanding 

of Engineer‘s 

Code of Ethics 

Understands key 

portions of Engi-

neer‘s code of 

ethics 

Can explain inter-

relationship be-

tween components 

of code 

Ethical Judgment - Problem Recognition 

Unsatisfactory Satisfactory Excellent 

Fails to recognize 

the ethical prob-

lems with a given 

situation 

Recognizes key 

ethical problems 

(honesty, fairness, 

conflict of inter-

est) in a given 

situation 

Recognizes key 

ethical problems 

and other related 

ethical issues, and 

can articulate the 

trade-off between 

apparently con-

flicting ethical 

positions. 

Ethical Judgment - Solution 

Unsatisfactory Satisfactory Excellent 

Fails to describe 

an ethical solution 

to even the sim-

plest of problems 

Can describe an 

ethical solution to 

problems involv-

ing one ethical 

dimension 

Can describe an 

ethical solution to 

problems involv-

ing multiple or 

apparently con-

flicting ethical 

dimensions 



Abstract 
 

In August and September of 2010, members of the Engi-

neering Technology Division of ASEE and the New York 

State Engineering Technology Association listservs were 

asked to complete an online survey. The survey was de-

signed to probe the professional development funding op-

portunities for faculty members of two-year institutions and 

community colleges. Seventy-eight responses were received 

within one month. Out of 78 responses, 56 respondents indi-

cated their institution affiliation, which resulted in 50 non-

duplicated institutions being represented out of 344 institu-

tions from the listservs. Based on the information collected, 

14.1% of respondents are responsible for obtaining their 

own funding for professional development, out of which 

45.5% are paying out of pocket. This could be a tremendous 

burden on new faculty members, who traditionally start at a 

low salary and need professional development the most. The 

remaining respondent pool was divided as follows: 16.7% 

are funded on the departmental level, 20.5% are funded on 

the divisional level, and 48.7% are funded on the college 

level. According to expectations, a high percentage of fac-

ulty members from private technical schools (more than 

30%) are responsible for their own funding. Surprisingly, 

faculty at state-affiliated schools face a similar problem 

with more than 18% being forced to come up with funding 

for their professional development activities. There is an 

inverse relationship between department size and the fund-

ing opportunities provided at the department, division, or 

college level. It was also determined that 49% of all respon-

dents have to pay their own professional organizations‘ 

membership dues. 

 

Introduction 
 

A request to complete an online survey was sent to 

members of the Engineering Technology Division of ASEE 

and the New York State Engineering Technology Associa-

tion listservs in August and September of 2010. Members of 

two-year colleges were asked to complete a survey about 

how professional development activities such as confer-

ences, workshops, and seminars were funded at their institu-

tions. Additional information was requested such as the size 
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of the department and college, program accreditation, pri-

vate or public institution (and affiliation with county or state 

for public institutions), the number of department faculty 

members, and the number of students enrolled in the institu-

tion. Members were also asked to list their college to verify 

that respondents were from a two-year school. In a four-

week period, 78 people responded, 56 of which indicated 

their college affiliation. This resulted in 50 different col-

leges being represented in the survey results out of 344 

originally questioned. The results of the survey are pre-

sented and analyzed here, which is organized as follows. 

First, the motivation for the survey, criteria evaluated in the 

survey, and overall results obtained relevant to the funding 

opportunities and restrictions for the two-year institution 

and community college faculty are discussed. Then, the 

thorough analysis of correlation between the funding oppor-

tunities and limitations and the institutional accreditation 

status is conducted. Next, a similar analysis is conducted to 

evaluate correlations between the funding and the institu-

tional affiliation, such as state, county, or private. Further-

more, the correlations between funding issues and institu-

tion and department size are evaluated. Finally, additional 

input on the funding strategies and main conclusions are 

outlined.  

 

Analysis of Funding Opportunities 

and Restrictions for Two-Year-

Institution and Community College  

Faculty 

 

The survey was conducted to gather information on how 

other schools fund professional development with the goal 

of presenting the information to our administration. ABET 

Criterion 6 addresses the requirement of ongoing profes-

sional development, and we hoped to get a funding increase 

with the data obtained from the survey [1]. The survey ques-

tions were based on how funding is derived at Erie Commu-

nity College and on the limited knowledge available about 

how professional development was funded at other two-year 

colleges. The ASEE Engineering Technology Division 

listserv was chosen after seeing the large number of re-

sponses to several surveys related to engineering technology 
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programs [2-4]. The NYSETA listserv was surveyed as 

well, even though the number of two-year schools was 

much smaller. 

 

The study was set up to determine if membership dues 

for professional organizations were funded, and what limits, 

if any, were imposed on the amount of dues paid. The sur-

vey was designed to gather information in order to deter-

mine what factors were potentially related to funding. Some 

factors that could potentially be relevant were program ac-

creditation, type of affiliation, size of school, and number of 

faculty in the department. The survey questions and corre-

sponding logical organization of the survey are shown in 

Figure 1. 

 

It was determined that 14.1% of all respondents are re-

sponsible for obtaining their own funding. Additionally, 

85.9% of respondents indicated that they have access to the 

following institutional funding sources: 16.7% are predomi-

nantly funded on the departmental level, 20.5% are pre-

dominantly funded on the divisional level, and 48.7% are 

predominantly funded on the college level. Out of the self-

funding category, 45.5% of faculty members have to pay for 

the professional development activities out of their own 

pockets, 54.5% have access to federal and/or state grants, 

9.1% have access to various corporate and/or foundational 

grants, and 9.1% are able to benefit from NEA/AFT or other 

union-related grants. It was also found that 49.3% of all 

surveyed faculty members have a yearly limit on the num-

ber of conferences, workshops, or seminars they can attend; 

the number varies from 1 to 5 events per year, with the ma-

jority of faculty being limited to 1 or 2 professional devel-

opment activities per year. More than 65% of the surveyed 

faculty indicated that they have a dollar limit on the indi-

vidually funded activities, which varies greatly with 50% of 

faculty being limited to less than $1,000 per year, 47% be-

ing limited to $1,000-$3,000 per year, and 3% being able to 

use $3,000 or more per year. 

 

Around 80% of the surveyed faculty members are al-

lowed to attend local, state, regional, or national confer-

ences using the funding sources from their institutions or 

from grants. However, only 20% are actually allowed to 

attend any kind of international conference or forum if 

funded through their institution or by grants. Only a small 

percentage of the surveyed faculty (13.2%) is restricted in 

the number of days per year allowed for professional devel-

opment, which range from 3 to 10 days per year. Another 

category of the survey evaluated dues paid to professional 

organizations and how these dues are funded. About 36.5% 

of respondents indicated that all dues are paid by their insti-

tution, 49.2% claimed that all dues are paid out of pocket, 

and 14.3% said that only a portion of the dues (ranging from 

12% to 80%) is paid by their corresponding institution.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Survey Questions and Survey Logical Organization 

How is professional development funded at your institution?  

a) Yourself b) Department level c) Division level  d) College level 

2. How do you fund conferences and workshops?  
     a) Federal/state grants  b) Corporate/foundation grants   

3. Is there a yearly limit on the number of funded con-

ferences and/or workshops?     

4. Is there a dollar limit on the funded activities (total 

or individually)?  a) Yes—How much?  ______ Individually 

5. Are 100% of approved activities funded by the 

institution?    
    a) Yes   b) No 

6. Are you allowed to attend, or limited to, activities 

that are:     a) Local    b) Statewide    c) Regional    d) National    e) 

7. Is there a limit to the number of days per year you are 

allowed to attend activities?  a) Yes—How many days: ____     b) 

8. How many professional organizations are you a mem-

ber of? 

9. Are the membership dues paid for by your college?     

10. Is your program accredited by ABET, ATMAE, or 

another agency?  a) Yes _____ (Please list the agency(ies))    b) No  

12. Your college/institution is:          a) State-affiliated    b) County-affiliated   c) Private college    

11. If you answered ―Yes‖ in question 10, is that a factor 

in justifying professional development activities?  

13. Your college/institution has ____ students:  
      a) Fewer than 1,000 b) 1,000 to 5,000    c) 5,000 to 10,000   

14. Your college/institution has ____ faculty members:  
      a) 1 or 2    b) 3 to 5     c) 6 to 10    d) More than 10  

b

a 
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Funding Opportunities and 

Restrictions Based on Institutional 

Accreditation 
 

In the following analysis, category ―All‖ refers to all 

responses collected; category ―Accredited‖ refers to the 

faculty from externally accredited programs through ABET, 

ATMAE, or similar agencies; category ―Not accredited‖ 

refers to the faculty from non-accredited programs; and 

category ―Not sure‖ refers to the faculty who failed to spec-

ify the accreditation status altogether. 

 

Figure 2. Funding Sources Used by Self-Funded Faculty 

 

On the basis of the collected data, about 15.4% of the 

faculty members from the accredited programs are responsi-

ble for their own funding, as shown in Figure 2. This is only 

slightly higher than the 14.1% of the number of faculty that 

participated in the survey, who have to obtain their own 

funding. Surprisingly enough, the self-financing faculty 

from accredited programs are more likely to pay out of 

pocket (50%) than the faculty from non-accredited pro-

grams (20%). It also seems that faculty from non-accredited 

programs have better access to federal/state grants (80%) 

than their counterparts from the accredited programs (50%). 

The ―Not-sure‖ category, which did not indicate being ei-

ther accredited or not accredited by the external accredita-

tion bodies, indicated an even higher percentage of self-

funded activities being paid out of pocket. Based on the 

comments given at the end of each survey, we speculate that 

most of the faculty members in this category are either 

newly hired (and are not familiar with all the details about 

their corresponding programs) or part-time faculty. This is 

disturbing since new faculty members, who typically need 

more professional development than senior faculty and have 

notably lower salaries, may be forced to pay out of pocket. 

It is also disturbing to find that faculty from accredited pro-

grams have less access to federal and state grants than their 

counterparts from non-accredited programs, since the bur-

den of keeping the accreditation current in their appropriate 

field requires more professional development. 

Figure 3. Analysis of the Yearly Limit on the Number of 

Funded Conferences and Workshops Based on the Accredita-

tion Status of the Institution 
 

Figure 3 indicates that the faculty from accredited 

programs have more stringent limitations on the number of 

conferences and workshops they can attend on a yearly 

basis as a part of professional development. Of accredited 

programs, 54.5% of the faculty have yearly limitations on 

the number of funded conferences/workshops they can 

attend, in comparison with only 37% of the faculty from 

non-accredited programs. Furthermore, a higher percentage 

of faculty from accredited programs have limits on the 

number of days per year allowed (18.2%) relative to the 

faculty from non-accredited programs (11.1%). However, 

faculty from accredited programs have a higher percentage 

of approved activities, which are 100% funded, compared to 

those from non-accredited programs (45.5% versus 40.7%), 

as presented by Figure 4. On a similar note, 42.3% of the 

faculty from accredited programs have their institutions 

paying membership dues in their professional organizations 

versus only 37.5% of the faculty from non-accredited 

programs. 
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Figure 4. Analysis of the Percentage of Completely Funded 

Approved Activities versus Accreditation Status of the Institu-

tion 

 

Funding Opportunities and 

Restrictions Based on Institutional 

Affiliation 
 

In the following section, the correlation between the 

funding situation and institutional affiliation, such as 

―state,‖ ―county,‖ or ―private‖, was considered. Out of the 

total number of responses, 63.3% came from state-affiliated 

institutions, 25% from county-affiliated institutions, and 

11.7% from private schools and colleges. It was somewhat 

surprising to find out that only 10% of self-funded faculty 

members are affiliated with county institutions, as Figure 5 

indicates. Considering that county-affiliated institutions 

make up 25% of the respondent pool, the fraction of self-

funded faculty in county-affiliated institutions is much 

smaller than in the state-affiliated institutions (80% of self-

funded faculty come from state-affiliated colleges that make 

up 63.3% of the total respondent pool). So, a higher percent-

age of state-affiliated faculty members are responsible for 

their own funding in comparison with the county-affiliated. 

The situation for private institutions is similar to the state-

affiliated institutions.  

 

As Figure 6 indicates, 53.3% of county-affiliated 

institutions cover professional membership dues for their 

faculty completely. A much smaller percentage of state-

affiliated institutions (28.9%) and private institutions (43%) 

cover professional membership dues fully. An equal 

percentage of state-affiliated, county-affiliated, and private 

institutions cover only the portion of the professional 

membership dues. The partial percentage of membership 

dues covered varies from 12% to 80%, depending on the 

individual institution. 

Figure 5. Breakdown of Funding Categories by the Institu-

tional Affiliation 

 

Figure 6. Professional Membership Dues Paid by the Institu-

tion Compared to the Institution Affiliation 
 

Figure 7 shows that county-affiliated institutions impose 

much more stringent limitations on the number of days per 

year allowed to attend professional development activities 

(21.4%), in comparison with the state-affiliated institutions 

(12.9%). The data for private institutions is inconclusive, 

with 60% of respondents from such institutions indicating 

that they are not familiar with the limitations on the number 

of days allotted for professional development per year. 
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Figure 7. Limits on the Number of Days Allowed for Profes-

sional Development Activities for Various Institution Affilia-

tions 

Figure 8. Funding of Approved Professional Development Ac-

tivities for State Affiliated, County Affiliated and Private Insti-

tutions 

 

Finally, state-affiliated institutions tend to fund more 

overall approved professional development activities 

(48.4%) than county-affiliated institutions (28.6%), with 

private institutions falling in between (40%), as shown in 

Figure 8.  

 

Analysis of Funding versus 

Institution and Department Size 
 

In this section, the analysis of the possible dependence 

of funding sources for faculty professional development on 

the size of the two-year institution is presented. The follow-

ing categories were tracked based on the total number of 

students enrolled in the institution: fewer than 1,000 stu-

dents, 1,000 to 5,000 students, 5,001 to 10,000 students, and 

more than 10,000 students. The results indicate that a larger 

fraction of faculty from small schools (with fewer than 

1,000 students) and from very large schools (with more than 

10,000 students) are responsible for their own funding for 

professional development activities, compared to colleges 

with an intermediate number of students enrolled (1,000 to 

10,000). Out of faculty responsible for their own funding 

sources, 100% of respondents from institutions with fewer 

than 1,000 students have to finance most of their profes-

sional development activities out of pocket, followed by 

60% of faculty from the largest colleges (with more than 

10,000 students), and only 33% of faculty from the interme-

diate colleges (with 5,001 to 10,000 students). 

 

The survey results also indicated that funding sources 

vary based on the number of faculty in each individual de-

partment. The largest percentage of faculty members 

(23.5%) from departments with more than 10 faculty mem-

bers are responsible for their own funding, followed by 

21.1% of faculty from departments with 6 to 10 faculty 

members, 9.1% of faculty from departments with 1 to 2 

members, and 7.7% of faculty from departments with 3 to 5 

faculty members. Out of these faculty members who must 

self-fund their professional development activities, 75% of 

faculty from departments with more than 10 members and 

40% of faculty from departments with 6 to 10 members 

must pay out of pocket. Considering the fact that the starting 

salary for two-year schools is generally poor, this could 

substantially hinder the professional development of the 

faculty members and, as a result, the quality of education 

(especially in the technology fields).  

 

Additional Comments on the 

Funding Schemes Represented 
 

The survey developed for this study was designed as a 

probe of alternative funding strategies employed by two-

year institutions. It offered a limited selection of possible 

answers for each question in an attempt to keep the length 

of the survey down to a level that would not constrain the 

number of completed surveys. At the end of the survey, the 

respondents were presented with the opportunity to put in 

additional comments about their funding situations. Some of 

the most interesting comments on the funding strategies are 

summarized below: 

● Some institutions only pay conference registration 

costs. 

● Some institutions‘ funding is from the contract 

agreement up to $1,000 per individual, with an-

other $1,000 if it is not all used by others. Addi-
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tional funds for workshops and conferences are 

also available from other sources inside and out-

side the college. 

● Most colleges do not provide professional develop-

ment funding for adjunct faculty. 

● Another funding scheme includes a travel grant 

that can be applied for and has the maximum 

amount available. This amount can be spent on one 

or more conferences. Any expenses over that maxi-

mum amount are paid out of pocket. 

● Many colleges indicated that funding is available 

from multiple sources, for example departmental 

funds together with grants. 

● Other colleges allocate a certain amount per faculty 

(usually less than $1,000). However, if all the 

funds are not allocated, faculty may attend events 

that cost more than $1,000. 

● Another strategy includes a special foundation, 

which will fund up to $500 per year for up to two 

people within each division to attend development 

activities that the school will not fund. The inter-

ested faculty applying for these funds must donate 

at least $10 a month to the foundation. 

● According to the next strategy, a contract ensures 

that each faculty member is allocated several hun-

dred dollars per year for travel and dues. Faculty 

may transfer funds to each other and any unused 

funds are pooled at the end of the year to cover 

expenses beyond the original amount per faculty. 

● Last group of colleges allots funds to bring speak-

ers from outside the college for professional devel-

opment in addition to funding conferences and 

workshops. This situation was not offered as part 

of this survey to be evaluated, since it is not a typi-

cal strategy for two-year colleges. 
 

Summary 
 

Presented in this paper are the results and analysis of the 

funding opportunities, sources, and restrictions for various 

two-year institutions offering technology programs. It was 

found that a high percentage of faculty members are forced 

to self-finance (including out-of-pocket financing) their 

professional development activities. In this respect, the fac-

ulty members from institutions with fewer than 1,000 stu-

dents and with more than 10,000 students, as well as faculty 

from larger departments, are affected the most. In conjunc-

tion with generally low salary ranges for two-year college 

faculty, this could present a substantial barrier for sufficient 

faculty development, especially in the technology depart-

ments. This could potentially lead to the deterioration of the 

quality of education. 

 

Other sources of funding, as well as various limitations 

on professional development activities, were analyzed, and 

interesting correlations with institutional affiliation and ac-

creditation were determined. At the present time, conduct-

ing a follow-up survey may be warranted by the possibility 

of gathering more information to clarify funding strategies 

involving multiple levels of funding of professional devel-

opment activities. 
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Abstract  
 

Assigning projects to project managers is one of the most 

important activities in an organization. It can strongly affect 

the performance of organizations or the results of their 

teams. Most projects are normally assigned to project man-

agers according to their expertise and experiences in organi-

zations. In this study, the authors looked at a model based 

on the Analytical Hierarchy Process (AHP) to assign a pro-

ject manager. It is based on the quantitative and qualitative 

managerial competencies of people who are candidates for 

becoming team leaders and project managers. This approach 

is more efficient when the scope of the project is broad and 

none of the functional departments take the lead over the 

project. In this case, the methodology can make the work of 

assigning a project to a project manager more scientific and 

fair. Also presented is a subject illustrated case for selecting 

the best project manager for a given project out of four can-

didates.  

 

Introduction 
 

The purpose of this study was to develop a model based 

on the Analytical Hierarchy Process (AHP) methodology to 

select an appropriate project manager based on project 

needs and project manager characteristics for low- to high-

complexity projects in various organizations. AHP is a well-

known decision theory model developed by Saaty during 

the 1980‘s [1]. Its main attribute is ranking alternatives by 

quantifying relative priorities for a given set of alternatives 

on a ratio scale, based on the judgment of a decision maker 

[2]. ―The AHP provides a flexible, systematic, and repeat-

able evaluation procedure that can easily be understood by 

the decision maker‖ [3] in selecting an appropriate project 

manager for an organization. This work establishes a frame-

work for decision makers to compare individual project 

mangers based on their managerial capabilities. By using 

this framework, decision makers can increase the chance of 

selecting the most effective person for projects. A project 

manager is also chosen based on skills and competencies 

that match the project needs.  

  

Selecting a good project manager is one of the most im-

portant factors of a project. The project manager has a direct 

influence on and can lead a project to success. The project 

manager is the person who applies knowledge, skills, tools, 

and techniques to project activities to meet project require-

ments. The project manager is the person who is responsible 

―for accomplishing the project objectives‖[4]. It is obvious 

that the role of a project manager is inevitable in project 

achievements, but the role of a project manager has become 

not only one of coordinating the technical track of a project 

but also dealing with the human dimensions of projects [5]. 

The human dimensions help a project manager keep organ-

izational culture and build relationships, a key factor for 

success in many organizations. For cases in which all pro-

ject managers have the same capabilities over the technical 

track, the decision makers are looking for those project 

managers who can understand their own boundaries and the 

boundaries of other people involved in projects. 

 

Selecting a project manager in an organization does not 

have a certain process because projects are unique undertak-

ings. The advantage of this model is specifically pro-

nounced when the scope of the project is broad and none of 

the functional departments take the dominant managerial, 

technical or technological lead. In this case, it is very impor-

tant for decision makers who are assigning projects to a 

project manager for an organization to select an appropriate 

person expected to lead the project to success. Despite the 

voluminous research done on AHP, there is limited litera-

ture on its application in selecting a project manager in or-

ganizations. 

  

This study is organized as follows: first, a comprehensive 

literature review of similar studies in this field is presented, 

followed by a short explanation of the AHP-based model. 

Then, an overview of project-manager competencies is pre-

sented, followed by the development of an AHP methodol-

ogy to select an appropriate project manager. Next, an illus-

trative example, applying this proposed methodology, is 

presented along with a discussion of the conclusions of the 

study. 

 

Literature Review 
 

A review of the literature shows that applications of the 

AHP-based model have been utilized in the scope of project 

management in different ways. For example, Al-Harbi has 

used the AHP-based model in the area of project manage-

ment mainly for contractor prequalification problems [2]. 
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He uses this model to consider multiple ―tangible‖ and 

―intangible‖ criteria in a systematic way. He stated that the 

AHP-based model can aid decision makers in the efficient 

use of their funds for more capable contractors. Anag-

nostopoulos et al. have also utilized the AHP-based model 

specifically for the prequalification of construction contrac-

tors ―in order to enhance the performance levels of selected 

contractors and minimize failure in meeting client‘s objec-

tives‖ [6]. They find that AHP is a valuable tool for dealing 

with complex issues because it allows the decision makers 

to decompose hierarchically the decision problem to its con-

stituent parts. Norita Ahmad utilized the AHP-based ap-

proach in order to select appropriate software by using the 

most common features as the selection criteria in ranking 

project software management [3].  

 

Since AHP is a relatively easy process for decision mak-

ing, many authors have used this method in different appli-

cations. William Ho studied integrated AHP in its myriad 

applications [7]. He conducted an extensive literature re-

view of the application of AHP in many specific areas by 

different approaches. He aided researchers and decision 

makers in applying the integrated AHPs effectively by dis-

playing how they are used in various sectors. Bi Xing et al. 

used the Fuzzy AHP-model based on triangular fuzzy num-

bers to mathematically and quantitatively evaluate project 

managers‘ abilities [8]. They believe that FAHP can give 

decision makers the ability to convert the way they select 

project managers by using qualitative evaluation instead of 

quantitative analysis. Mian et al. used the AHP model as a 

decision making model in choosing a project manager by 

focusing on technical, administrative, and interpersonal 

competencies [9].  

 

There is an extensive body of literature available for se-

lecting a project manager based on other methods. For ex-

ample, Zhao Hui et al. introduced the principal component 

analysis (PCA) to select the most suitable project manager 

[10]. Peerasit Patanakul et al. used the integer programming 

model as a decision support model for assigning projects to 

project managers [11]. In some studies, authors believe that 

the Emotional Intelligence of project managers contributes 

to projects success. For example, Turner et al. addressed the 

impact of Emotional Intelligence on project success [12].  

 

Other studies show that human personality factors are 

critical for selecting project managers in order to lead a pro-

ject to success. Bedingfield et al. researched the role of the 

big five personality traits of project managers in project 

success in the United States Department of Defense [13]. 

They explored the links between personality and the effec-

tiveness of project managers. They also did an extensive 

study on the big five personality characteristics: extraver-

sion, openness, conscientiousness, agreeableness, and neu-

roticism and how they contribute to the success of the dif-

ferent areas of a project. Petterson has also identified prob-

lem solving, administration, supervision, team management, 

interpersonal relationships, and other personal relationships 

as key attributes that are valuable for project manager selec-

tion [14]. Valencia summarized the key attributes of suc-

cessful project managers that were discussed in several dif-

ferent studies [15]. He considers leadership skills, commu-

nication skills, decision-making skills, administrative skills, 

coping ability, analytical thinking, and technical compe-

tence as the most common attributes for selecting a success-

ful project manager. 

 

AHP Framework 
 

After providing a critical review of existing literature, we 

recognize that the AHP-based model can be used to select a 

project manager in an organization by quantifying relative 

priorities among project manager competencies and charac-

teristics. The AHP technique is a useful, powerful, and im-

portant methodology in the decision-making process. Due to 

its relatively easy use, and its wide application, the AHP has 

been applied in ranking, selecting, evaluating, and optimiz-

ing decision alternatives by many researchers over past 

three decades. In this study, an AHP-based model was de-

veloped in order to select a project manager within an or-

ganization by various managerial competencies, which are 

important for project performance out of a number of alter-

natives. The AHP technique can be demonstrated in greater 

detail using a case in which is it assumed that there are m 

objectives; the AHP technique performs the multi-objective 

decision by the following steps [16]: 

 
Table 1. Pair-wise Comparisons Scale 

Verbal Scale Numerical Values 

Equally important, likely or preferred 
1 

Equally to moderately important, likely or 

preferred 

2 

Moderately more important, likely or  
preferred 

3 

Moderately to strongly important, likely or 
preferred 

4 

Strongly more important, likely or  
preferred 

5 

Strongly to very strongly important, likely 
or preferred 

6 

Very strongly more important, likely or 
preferred 

7 

Very strongly to extremely important, 
likely or preferred 

8 

Extremely more important, likely or  
preferred 

9 
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1. Arrange the problem elements into hierarchical order 

2.  Complete pair-wise comparison at each level by com-

paring pairs of criteria using the fundamental scale by 

using Table 1 [16] 
3.  Calculate eigenvectors by the weight of the criteria 
4.  Verify the consistency of the pair-wise comparisons 
 

First, in order to structure the problem elements into a 

hierarchy, the criteria that highly affect the study goal must 

be identified. After structuring the problem into levels of 

hierarchy, the pair-wise comparison matrix A for m objec-

tives as shown in Equation 1 is filled in using a nine-point 

scale calculated from Table 1, as shown above. 

 

 

 

 

                                                                                           (1) 

 

 

 

where,  is the relative importance of the objective 

compared to the  objective. This calculation is used for 

constructing the column vector of importance weighing. 

Then, set  = 1 as it is equally important. Next if we set 

 = k, then we will set  = 1/k. Next each value of 

column  in matrix A is divided by the sum of the values 

in column  to arrive at the new matrix as shown in 

Equation 2. In this matrix,  the sum of the entries in 

each column will be 1. 
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Next the relative degree of importance is computed as , 

which is given by the average of the entries in row  of

, which in turn yields column vector C shown on 

Equation 3. 

 

The consistency in a pair-wise comparison matrix can be 

checked by carrying out the following sub-steps: 

 

1.  The first step is to compute the product of matrix A 

and matrix C as shown in Equation 4: 
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2.  The second step would be to compute , as shown 

in Equation 5: 
 

 

                                                                                           (5) 

 

 

 

3.  The third step would be to compute the consistency 

index (CI), as shown in Equation 6: 

 

 
                                                                                           (6) 

 

 
4.  The fourth step is to compare the consistency index 

(CI) to the random index (RI) for the appropriate value 

of m to determine if the degree of consistency is satis-

factory. Table 2 shows the value of average random 

consistency (RI). If the consistency index (CI) hap-

pens to be small enough, it means that the compari-

sons are likely to be consistent enough to give useful 

estimates of the weights for the objective function. If 

CI/RI < 0.10, the degree of consistency is said to be 

satisfactory, but if CI/RI > 0.10, it implies that serious 

inconsistencies may exist, and that the AHP is not 

likely to give useful and valid results. 
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Table 2. The Reference Values of the Average Random 

Consistency (RI) for Different Number of m 

M 2 3 4 5 6 7 8 9 10 
R

I 0 
0.5

8 
0.9

0 
1.1

2 1.24 
1.3

2 
1.4

1 
1.4

5 
1.5

1 
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5.  Finally, using the results of the AHP technique, an 

overall score for each of the project managers is com-

puted by using Equation 7:  
 

 

                                                                                           (7) 

 

 

where, 

= Overall score for the  candidate project manag-

ers (j = 1, 2, . . .n). 

= Normalized importance degree of the  project 

management criterion. 

= Evaluating score of the  candidate project man-

ager on the project management criterion computed by 

the AHP process. 

 

In the next section, the project manager characteristics will 

be implemented in the AHP-based model. 

 

Project Manager Characteristics 
 

Competency characteristics of project managers are 

highly relied upon in projects. The role of a project manager 

varies in different projects depending on the organization 

structure and project complexity. The authority of a project 

manager can be defined as limited to high, based on a vari-

ety of matrix structures at various levels which are identi-

fied in organizations. Even though in many cases the role of 

a project manager is to plan, organize, direct, and control [4] 

the technical track of projects, researchers believe that a 

project manager should be more focused on the human be-

havioral and team perspective factors of a project. These 

competencies are becoming more and more important to the 

success of projects and project management in today‘s or-

ganizations [5]. Therefore, some researchers believe the best 

project managers are those who not only deliver projects on 

time, within budget, and meet or exceed stakeholders‘ ex-

pectations, but also have different attributes such as being 

strongly organized, visionary, having good communication 

skills, empathetic and pragmatic, as well as know how to 

lead their team [17]. In many cases, researchers believe that 

sometimes the project needs project managers to act more as 

coaches, coordinators, and facilitators to help their team 

complete the project. Other times project managers should 

act as shapers, directors and completers to keep their team 

on the right track. In many cases, project managers must 

assume a leadership role in order to accomplish project 

goals. Therefore, the decision maker has to select the right 

characteristics for the project manager based on his vision 

for the project in order to fit the project needs and help the 

project manager lead the project to success.  
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There are several frameworks that indicate which charac-

teristics lead a project manager to success. For example  

Mersino believes that ―Success with projects depends 

largely on the level of emotional intelligence‖ of a project 

manager [18]. He mentions that project managers who mas-

ter emotional intelligence will be able to achieve more with 

the same team. One of the reasons that emotional intelli-

gence is critical for project managers is that projects are 

unique, temporary, and must be done in the allocated time. 

Therefore, in a very short amount of time, project managers 

have to develop strong relationships and make a positive 

environment for their team members. Using this framework, 

the project manager will be a better fit to a project, be able 

to better manage his project, and be a better leader of people 

in organizational environments [18]. Weiss states that self-

management can highly influence management of any kind. 

He believes by developing self-management skills that man-

agers can dramatically influence their organizations and 

their teams. He believes that organizations can be more de-

mocratized ―by developing self management skills.‖ He 

considers self-management as a personal power that project 

managers can gain to achieve project goals and objectives. 

He introduces six competencies which provide a framework 

to measures self management skills. The framework con-

sists of: wholeness, self-confidence, self awareness, drive, 

self-esteem and respect for others. Such characteristics help 

increase their power to achieve their organizational goals 

[19].  

 

In this study, we invited decision makers to create their 

framework by selecting competency characteristics for a 

project manager based on their vision of project needs. 

Moreover, we believe that the most important aspect of se-

lecting a project manager using the AHP-based methodol-

ogy is the selection criteria. There is a variety of studies 

available on these subjects: Emotional Intelligence, Person-

ality Characteristics, and Human Personality Factors for 

project managers. In this study, however, the following 

characteristics shown in Table 3 were selected in order to 

compare and evaluate project managers. Even though the 

criteria presented here are listed as discrete elements, they 

may interact with each other. We define them separately in 

order to identify project manager competency characteris-

tics. The interaction between these elements merits its own 

voluminous research in the future. These sets of criteria are 

by no means the only ones possible. These characteristics 

can be changed, and the purpose of this work was not to 

create a definitive set of skills that apply to every single 

project. They were chosen because in many cases they are 

identified as the most important attributes for a project man-

ager. Such criteria have lead project managers to perform 

effectively. Table 3 lists the competency characteristics cri-

teria. 
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There is an extensive body of literature available on se-

lecting characteristics of a project manager [4], [18-21]. 

Criteria selected by decision makers would be useful for a 

project manager in order to plan, create, direct and shape the 

culture of the project for his organization. In the next sec-

tion, we develop the AHP-based methodology for selecting 

the best project manager.  

 

Development of AHP-based Methodology 
 

The structure of this research model consists of a three-

level hierarchy, as shown in Figure 1. The top level is the 

goal of selecting a project manager. The second level is the 

nine skills identified in the previous section. The third level 

is for the alternatives consisting of available project manag-

ers. 

 

An Illustrated Case for Application of the 

Development Methodology 
 

Presented here is an example of this methodology in se-

lecting the best project manager for a given project. To sim-

plify the calculations, we chose only four different project 

managers as alternatives. But each organization could use 

this methodology based on its own set of available project 

managers and its own project needs. 

 

First, the nine evaluation characteristics should be meas-

ured for each available project manager. We evaluated each 

project manager based on different sets of questions that 

measure their abilities for each skill. There is an extensive 

body of literature that covers the evaluation process [18], 

[20], [22]. Decision makers can create their own set of ques-

tions for each criterion and start assessing their project man-

agers.  

 

The best way is to use the assessment that provides a deci-

sion maker the information he needs. This assessment could 

be designed as a self evaluation, peer evaluation or a 360-

degree feedback assessment of project managers which cov-

ers all superior, subordinates, peers, and customer evalua-

tions [20], [23]. In order to perform a comprehensive assess-

ment, all of the selection criteria should be measured by 

extensive testing methods to compare project managers in 

each criterion. For example, in order to assess the teamwork 

and relationship building skills of four project managers, we 

developed a set of questions shown in Table 4. The decision 

maker provides the questions to a number of project manag-

ers and assesses them basing each question on a scale of 0 

to 10 (ten being the best, and zero the least). The result 

would be the integer value of the average score that each 

project manager gets in questions. The result of assessing 

the first criteria for the first project manager is shown in 

Table 4. It must be noted that the set of questions is not 

complete, but was used as a sample to illustrate the case in 

order to simplify the calculation. 

 
Table 3. Project Manager Competency 

Characteristics Criteria 

 

 

Characteris-

tic 

Definition Refer-

ences 

Teamwork and 

Relationship 

Building Skills 

Ability to encourage his 

group to make efforts to-

ward building up relation-

ship, positive interaction 

and trust among all of the 

team members by sharing 

his skills and expertise 

[4,18,20] 

Problem Solv-

ing Skills 

Ability to effectively con-

front problems definitions 

and make decisions among 

alternatives 

[4] 

Communicat-

ing Skills 

Ability to exchange infor-

mation accurately among 

various levels of people 

who are involved in a pro-

ject 

[4] 

  

Negotiating 

Skills 

Ability to effectively com-

municate with others to 

come to terms with them 

and gain their support by 

using personal power and 

influence 

[4,20] 

Conflict man-

aging Skills 

Abilities to resolve conflicts  

made by opposite expecta-

tions between deferent par-

ties involved in a project 

[4] 

  

Influencing 

the Organiza-

tion 

Ability to use power and 

politics in order to get 

things done by gaining ac-

ceptance of a plan 

[4,20] 

Risk Taking 

Skills 

Ability to take risks by go-

ing beyond comfort zone 

[20] 

Organizing 

Skills 

Ability to prioritize respon-

sibilities based on relative 

importance of objectives 

[17] 

Interpersonal 

Skills 

Ability to have effective 

communication, active lis-

tening, support to opposing 

viewpoints, and build ca-

pacity to value the success 

of individual team members 

[20,21] 
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Selecting a Project 

Manager

Teamwork and 
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Building skills

Problem Solving 

Skills
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Negotiating 
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Hierarchy 1 

Criteria  

 

 

 

Alternatives  

Figure 1 – Development of AHP-Based Methodology 

Question 

Describe Project Manager 

N
o

t a
t a

ll  

V
er

y
 O

ften
 

S
o

m
ew

h
a

t  

W
ell  

V
er

y
 w

ell  

0 2 5 8 10 
Maintains a relationship during and after a project         √ 

Builds spirit in his/her relationships     √     
Stays calm when he sees someone resistant to him/her         √ 

Effectively reacts when a group decide to go with solution that he/she 

disagrees with       √   
Promotes group work instead of individual work         √ 

Builds trust with his group co-workers         √ 

Effectively reacts when he/she feel there is a dispute between two  

members         √ 

Effectively reacts when he/she sees someone in his/her group  

unreasonably stand on their opinion     √     
Effectively reacts when he/she feel someone attacks him/her in a group 

setting         √ 

Changes the negative attitude of a person in his/her group   √       
Result calculation would be (10+5+10+8+10+10+10+5+10+2) / 10 = 8 

Total Score for Teamwork and relationship Building Skills of First Project Manager: 
 

8

    

 

 

Table 4. Competency Characteristics Assessment for Teamwork and Relationship Building 

Criteria for Project Manager 1 
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The total score obtained from Table 4 is inserted into Ta-

ble 5 as result of competency characteristics assessment for 

Teamwork and Relationship Building criteria for the first 

project manager. The rest of the results shown in Table 5 

are random values to illustrate the application of the proc-

ess. However, in real life, in order to assess other criteria, 

similar tests must be given by the decision maker to assess 

project managers‘ competencies. Table 5 shows the end 

result of the characteristic evaluation process on the scale of 

0 to 10 for four project managers.  

 

In the next step, the nine evaluation factors identified in 

the second level of the hierarchy are compared with each 

other in order to determine the relative importance of each 

factor with regard to the overall project goals and needs. 

The most structured way of doing this is to ask decision 

makers to apply pair-wise comparisons between each factor 

by using a fundamental scale, which is introduced in the 

AHP framework section. Fill in the matrix with numerical 

values denoting the importance of the factors on the left 

relative to the importance of the factors at the top. A high 

value means that the factor on the left is more important 

than the factor at the top. In Table 6, for example, teamwork 

and relationship-building skills are considered equally to 

moderately as important as problem-solving skills. It is also 

obvious that when a factor is compared to itself, the result 

of the comparison is one. Therefore, all of the results on the 

diagonal line across the matrix are one. 

 

Once the decision makers complete the comparisons, the 

numbers from the matrix in Figure 2 can be used to obtain 

an overall priority value for each factor. In order to do this, 

the matrix, as shown in Figure 3, must first be normalized 

by dividing each element by its column total. For example, 

in Figure 2, the total for the first column is 5. So, the nor-

malized value for the first entry of the matrix in Figure 3 is 

0.2 and is obtained by dividing 1 by 5. The priority vector in 

Table 7 comes from the row average of the normalized ma-

trix.  

 

In order to maintain a good level of consistency, the com-

puted consistency index (CI) must be divided by the refer-

ence value of the consistency (RI) in Table 2. The results 

are shown in Equation 8. In this case, the degree of consis-

tency is satisfied because it is less than 0.1. If the consis-

tency ratio is more than the acceptable value, the evaluation 

process should be reviewed by the decision makers because 

an unacceptable level of inconsistency may have occurred 

in the pair-wise comparison [1].  

 

= 10.04, CI = 0.13, RI = 1.45,  

CI/RI = 0.090034 < 0.1                                              (8) 

 



After determining priorities for each attribute of project-

manager characteristics by the decision makers, the last step 

of the selection process is to obtain the overall ranking of 

the four alternatives. A project manager‘s total score is cal-

culated by summing the rank and multiplying by the priority 

vector of each attribute. Then, project managers are ranked 

based on their total score. The results are shown in Table 8. 

Based on our hypothetical AHP-based evaluation project, 

manager number 2 ranked highest.  

 

Conclusion 
 

In this study, a widely used problem-solving method, the 

AHP-based methodology for selecting a project manager in 

an organizational based project was studied. We presented 

the AHP model, discussed selection criteria, and presented a 

sample case. The result of this methodology indicates that 

the AHP model is a powerful method for selecting a project 

manager for any given project in all organizations when the 

scope of a project is broad.  

 

By using this methodology, project managers would be 

assigned to the type of project that they are most likely to 

manage successfully in their organizations. We presented a 

sample case, where four project manager alternatives ex-

isted for a project. Using this framework allows decision 

makers to constantly make individual comparisons over 

project manager competencies. Moreover, it can give deci-

sion makers feedback based on the consistency of compari-

sons. It may also help decision makers accurately relate 

every important characteristic of a project manager to a pro-

ject needs.  

 

The AHP-base model utilizes competency criteria to se-

lect the best project manager. The criteria selected for the 

model are very important. This study focused mainly on the 

selection process rather than evaluating the selection crite-

ria. However, we presented one example using teamwork 

and relationship building as the selection criteria. This study 

can be further enhanced by using other methods to evaluate 

the assessment of different selection criteria.  

 

References  
 

 [1]  Saaty, T. L. The Analytic Hierarchy Process. 

McGraw Hill, NY, 1980. 

[2] Kamal M. Al-Subhi Al-Harbi, Application of AHP in 

project management, KFUPM, 2001. 

[3] Nortia Ahmad, Phillip A. Laplante, Software Project 

Management Tools: Making a practical Decision 

Using AHP, Penn State University, Proceedings of 

——————————————————————————————————————————————————- 

DEVELOPMENT OF AN AHP-BASED METHODOLOGY FOR SELECTING A PROJECT MANAGER                                                    89        



——————————————————————————————————————————————–———— 

——————————————————————————————————————————————–———— 

90                                  TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL | VOLUME 11, NUMBER 2, SPRING/SUMMER 2011 

  Project Manager 

Characteristic 1 2 3 4 

1. Teamwork and Relationship Building Skills à8 9 3 10 

2. Problem Solving skills 4 10 5 7 

3. Communicating skills 5 5 9 4 

4. Negotiating Skills 8 4 10 3 

5. Conflict managing skills 4 8 6 6 

6. Influencing the organization 10 2 9 9 

7. Risk taking skills 6 8 4 8 

8. Organizing Skills 6 7 5 8 

9. Interpersonal skills 7 5 10 6 

Table 6. Pair-wise Comparison Matrix  

Table 7. Normalized Matrix and Priority Vector 

Table 5. Evaluation Project Managers Competencies 



——————————————————————————————————————————————–———— 

 

the 30th Annual IEEE/NASA Software Engineering 

Workshop, © 2006 IEEE 

[4] Project Management Institute, Inc. 2004. A Guide To 

the project Management Body of Knowledge: 

PMBOK Guide (3rd ed.) Newtown Square, Pennsyl-

vania: Author. 

[5] John Wiley, Project Management For Business Pro-

fessionals : A Comprehensive Guide, New York, 

2001. 

[6] K.P. Anagnostopoulos, A.P. Vavatsikos, An AHP 

Model for Construction Contractor Prequalification, 

Democritus University of Thrace, Greece, 2006. 

[7] William Ho, Integrated analytic hierarchy process 

and its applications, European Journal of Operational 

Research 186, 2008. 

[8] BI Xing, ZHANG A-di, Application of Fuzzy Ana-

lytical Hierarchy Process in Selecting a Project Man-

ager, Tianjin University, P.R. China. 

[9] S. A. Mian and C. X. Dai, Decision-making over the 

project life cycle: An analytical hierarchy approach, 

Project management journal, March 1999. 

[10] ZHAO Hui, WANG Xue-qing, YU Gang, Study on 

Project Management Selection, Tianjin, P.R. China 

2008. 

[11] Peerasit Patanakul, Dragan Milosevic, Timothy 

Anderson, Assigning Project to Project Managers in a 

Multiple-Project Management Environment: A Pilot 

Study of a Decision Support Model, Portland State 

University, Oregon, U.S.A. 2003. 

[12] Rebeca Turner, Beverly Lloyd, Emotional Intelli-

gence capabilities training: can it develop EI in pro-

ject teams? , International Journal of Managing Pro-

jects in Business, June 30, 2008. 

[13] John D. Bedingfield; Alfred E. Thal, Project Manager 

Personality as a Factor for Success, Management of 

Engineering & Technology, PICMET, July 27-31, 

2008. 

[14] Petterson, Selecting Project Managers: An integrated 

list of predictors, Project management journals, June 

1991. 

[15] V. Valencia, A Project Managers‘ personal attributes 

as predictors for success, Thesis, AFIT/GEM/

ENV/07M-16, Air Force Institution of Technology, 

Ohio, 2007. 

[16] Bernard W. Taylor, Introduction To management 

Science, Upper Saddle River, N.J. : Prentice Hall, 

1999. 

[17] Nancy Weil. CIO. Framingham: Oct 15, 2008. Vol. 

22, Iss. 2. 

[18] Anthoney Mersino, Emotional Intelligence for Pro-

ject Managers, American Management Association, 

2007. 

[19] Donald H. Weiss, Secrets of the Wild Goose : The 

self-management way to increase your personal 

power and inspire productive teamwork, New York, 

AMACOM, 1998. 

[20] Seema Sanghi, The Handbook of Competency Map-

ping : Understanding, Designing, Implementing 

Characteristic Priority Vector Project Manager 
1 2 3 4 

1. Teamwork and Relationship Building Skills 19.8% 8 9 3 10 
2. Problem Solving skills 14.5% 4 10 5 7 
3. Communicating skills 14.6% 5 5 9 4 
4. Negotiating Skills 10.8% 8 4 10 3 
5. Conflict managing skills 8.7% 4 8 6 6 
6. Influencing the organization 4.5% 10 2 9 9 
7. Risk taking skills 7.4% 6 8 4 8 
8. Organizing Skills 8.4% 6 7 5 8 
9. Interpersonal skills 11.3% 7 5 10 6 

Total Score by Using the AHP-based Methodology 6.29 6.92 6.49 6.78 
Final Rank 4 1 3 2 

——————————————————————————————————————————————————- 

DEVELOPMENT OF AN AHP-BASED METHODOLOGY FOR SELECTING A PROJECT MANAGER                                                    91        

Table 8. Overall Priority Matrix for Selecting a Project Manager 



——————————————————————————————————————————————–———— 

——————————————————————————————————————————————–———— 

92                                  TECHNOLOGY INTERFACE INTERNATIONAL JOURNAL | VOLUME 11, NUMBER 2, SPRING/SUMMER 2011 

Competency Model in Organizations, Sage Publica-

tion, 2007. 

[21] Kathy O Roper; Deborah R Phillips, Integrating self-

managed work teams into project management, Jour-

nal of Facilities Management, 2007. 

[22] Adele B. Lynn, The EQ Interview : Finding Employ-

ees with High Emotional Intelligence, AMACOM/

American Management Association, New York, 

2008. 

[23] Fisher, Cynthia D., Human Resource Management, 

Houghton Mifflin Co., Boston, 2006.  

 

Biographies 
 

SEYED F. MONTAZERI is an industrial engineer with 

extensive project experience and management skills. He has 

his M.S. in Engineering Management from California State 

University of Northridge (2007-2009). He currently works 

for a project base manufacturer company called SHI-

DARIAN. The company designs and develops pipeline re-

pair solutions for oil and gas industries. As systems engi-

neering manager he is responsible to analysis projects chal-

lenges and enable organization to deliver projects in an effi-

cient manner. He may be reached at Fey-

sal.Montazeri@gmail.com. 

  

AHMAD R. SARFARAZ received the B.S. degree in 

Industrial and Management Science from Tehran, Iran, in 

1977, the M.S. degree in MIS from the Middle Tennessee 

State University, Murfreesboro, TN, in 1980, M.A. degree 

in Economics from the Middle Tennessee State University, 

Murfreesboro, TN, in 1981, and the Ph.D. degree in Indus-

trial Engineering from the West Virginia University, Mor-

gantown, WV, 1988, respectively. Currently, he is an asso-

ciate Professor of Manufacturing Systems Engineering and 

Management at California state University, Northridge. His 

teaching and research areas include operations research, 

AHP, facilities layout and location, and economic analysis. 

He is director of MSEM Solutions Center and Facilities-

VEDC community service learning. Dr. Ahmad R. Sarfaraz 

may be reached at sarfaraz@csun.edu. 

 

MARK RAJAI is currently a faculty in engineering man-

agement and manufacturing system engineering department 

at California State University Northridge. Dr. Rajai is an 

internationally recognized researcher and educator in field 

of engineering and management. Rajai has over 20 years of 

experience in higher education and in industry and has held 

several faculty and administrative positions in both academy 

and industry. He has published several books, over 50 arti-

cles and has obtained over $2000, 000 in grants and con-

tracts. Major international televisions networks—including 

CNN, ABC, and BBC—and numerous newspapers and ra-

dio stations have interviewed him over past 15 years. He 

can be reached at mrajai@csun.edu. 

 

ROBERT A. MATTHEWS is Professor Emeritus – Uni-

versity of Louisville – J. B. Speed School of Engineering – 

Louisville, KY. He has published internationally, in areas of 

Computer Aided Design and curriculum development. He 

can reached at robert.matthews@louisville.edu. 

 

 

 

 

 

 

http://us.mc1620.mail.yahoo.com/mc/compose?to=Feysal.Montazeri@gmail.com
http://us.mc1620.mail.yahoo.com/mc/compose?to=Feysal.Montazeri@gmail.com
mailto:sarfaraz@csun.edu
mailto:mrajai@csun.edu
mailto:robert.matthews@louisville.edu


——————————————————————————————————————————————————- 

INSTRUCTIONS FOR AUTHORS:  MANUSCRIPT REQUIREMENTS                                                                                                   93 

INSTRUCTIONS FOR AUTHORS: 

MANUSCRIPT REQUIREMENTS 
The INTERNATIONAL JOURNAL OF MODERN EN-

GINEERING is an online/print publication, designed for 

Engineering, Engineering Technology, and Industrial Tech-

nology professionals. All submissions to this journal, sub-

mission of manuscripts, peer-reviews of submitted docu-

ments, requested editing changes, notification of acceptance 

or rejection, and final publication of accepted manuscripts 

will be handled electronically. 

 

All manuscripts must be submitted electronically. Manu-

scripts submitted to the International Journal of Modern 

Engineering must be prepared in Microsoft Word  98 or 

higher (.doc) with all pictures, jpg‘s, gif‘s and pdf‘s in-

cluded in the body of the paper.  All communications must 

be conducted via e-mail to the manuscript editor at 

philipw@bgsu.edu with a copy to the editor at edi-

tor@ijme.us 

 

The editorial staff of the International Journal of Modern 

Engineering reserves the right to format and edit any sub-

mitted word document in order to meet publication stan-

dards of the journal. 

 

 

1.  Word Document Page Setup: Top = 1", Bottom = 1", 

Left = 1.25", and Right = 1.25". This is the default set-

ting for Microsoft Word. Do Not Use Headers or Foot-

ers. 

 

2. Text Justification: Submit all text as "LEFT JUSTI-

FIED" with No paragraph indentation.  

  

3. Page Breaks: No page breaks are to be inserted in your 

document.  

 

4. Font Style: Use 11-point Times New Roman through-

out the paper except where indicated otherwise. 

 

5. Image Resolution: Images should be 96 dpi, and not 

larger than 460 X 345 Pixels. 

 

6. Images: All images should be included in the body of 

the paper (.jpg or .gif format preferred). 

 

7. Paper Title: Center at the top with 18-point Times New 

Roman (Bold). 

  

8. Author and Affiliation: Use 12-point Times New Ro-

man. Leave one blank line between the Title and the 

"Author and Affiliation" section. List on consecutive 

lines: the Author's name and the Author's Affiliation. If 

there are two authors follow the above guidelines by 

adding one space below the first listed author and re-

peat the process. If there are more than two authors, add 

one line below the last listed author and repeat the same 

procedure. Do not create a table or text box and place 

the "Author and Affiliation" information horizontally.  

 

9. Body of the Paper: Use 11-point Times New Roman. 

Leave one blank line between the "Author's Affiliation" 

section and the body of the paper. Use a one-column 

format with left justification. Please do not use spaces 

between paragraphs and use 0.5‖ indentation as a break 

between paragraphs. 

 

10.  Abstracts: Abstracts are required. Use 11-point Times 

New Roman Italic. Limit abstracts to 250 words or less. 

 

11. Headings: Headings are not required but can be in-

cluded. Use 11-point Times New Roman (ALL CAPS 

AND BOLD). Leave one blank line between the head-

ing and body of the paper. 

 

12. Page Numbering: The pages should not be numbered.  

 

13. Bibliographical Information: Leave one blank line be-

tween the body of the paper and the bibliographical 

information. The referencing preference is to list and 

number each reference when referring to them in the 

text (e.g. [2]), type the corresponding reference number 

inside of bracket [1]. Consider each citation as a sepa-

rate paragraph, using a standard paragraph break be-

tween each citation. Do not use the End-Page Reference 

utility in Microsoft Word. You must manually place 

references in the body of the text. Use font size 11 

Times New Roman. 

 

14. Tables and Figures: Center all tables with the caption 

placed one space above the table and centered. Center 

all figures with the caption placed one space below the 

figure and centered. 

  

15 Page limit: Submitted article should not be more than 

15 pages. 

mailto:philipw@bgsu.edu
mailto:editor@ijme.us
mailto:editor@ijme.us


College of Engineering,  

Technology, and Architecture 

 
University of Hartford 

DEGREES OFFERED : 
 
ENGINEERING UNDERGRADUATE 
 
Acoustical Engineering and Music (B.S.E) 
Biomedical Engineering (B.S.E) 
Civil Engineering (B.S.C.E)  

-Environmental Engineering  Concentration 

Environment Engineering (B.S.E) 
Computer Engineering (B.S.Comp.E.) 
Electrical Engineering (B.S.E.E.) 
Mechanical Engineering (B.S.M.E.) 

- Concentrations in Acoustics and   
- Concentrations in Manufacturing 

 
TECHNOLOGY UNDERGRADUATE 
 

Architectural Engineering Technology (B.S.) 
Audio Engineering Technology  (B.S.) 
Computer Engineering Technology (B.S.) 
Electronic Engineering Technology (B.S.) 

-Concentrations in Networking/
Communications and Mechatronics 

Mechanical Engineering Technology (B.S.) 
 
 
GRADUATE 
 
Master of Architecture (M.Arch) 
Master of Engineering (M.Eng) 

• Civil Engineering 

• Electrical Engineering 

• Environmental Engineering 

• Mechanical Engineering 

− Manufacturing Engineering 

− Turbomachinery 

3+2 Program (Bachelor of Science and 
Master of Engineering Degrees) 
E2M Program (Master of Engineering and 
Master of Business Administration) 

For more information please visit us at 
www.hartford.edu/ceta 

For more information on undergraduate pro-

grams please contact Kelly Cofiell at 
cetainfo@hartford.edu. 

For more information on Graduate programs 
please contact Laurie Grandstrand at grand-
stran@hartford.edu. 

Toll Free: 1-800-766-4024  
Fax: 1-800-768-5073 



TIIJ Contact Information 

TIIJ 
©2010 Technology Interface International Journal  

 

TIIJ is now an official journal of IAJC. 
WWW.IAJC.ORG 

Philip D. Weinsier, Ed.D.  
Editor-in-Chief  

Phone: (419) 433-5560  
E-mail  :  philipw@bgsu.edu  
Bowling Green State University Firelands 
One University Dr. 
Huron, OH 44839 




