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EDITOR'S NOTE 

Philip Weinsier, TIIJ Editor-in-Chief 

EDITOR’S NOTE:  INVITATION TO ATTEND THE 4TH IAJC/ISAM JOINT INTERNATIONAL CONFERENCE                                     3 

The editors and staff at IAJC would like to thank you, our 

readers, for your continued support, and we look forward to 

seeing you at the upcoming IAJC conference. For this fourth 

IAJC conference, we will be partnering with the International 

Society of Agile Manufacturing (ISAM). This event will be 

held at the new Embassy Suites hotel in Orlando, FL, Septem-

ber 25-27, 2014, and is sponsored by IAJC, IEEE, ASEE, and 

the LEAN Institute. The IAJC/ISAM Executive Board is 

pleased to invite faculty, students, researchers, engineers, and 

practitioners to present their latest accomplishments and inno-

vations in all areas of engineering, engineering technology, 

math, science, and related technologies.   

 

I am also proud to report that, based on the latest impact factor 

(IF) calculations (Google Scholar method), the Technology 

Interface International Journal (TIIJ) now has an impact factor 

of 1.02, placing it among an elite group of most-cited engi-

neering journals worldwide. Any IF above 1 is considered 

high, based on the requirements of many top universities. 

 

Conference Statistics: Of the submissions for  this confer -

ence, there were 466 abstracts from 132 educational institu-

tions and companies from around the world (multiple submis-

sions from the same authors were not counted). This represent-

ed 48 of the 50 U.S. states and 49 countries were represented. 

After a multi-level review process, only 82 full papers and 19 

abstracts were accepted for presentation at the conference and 

for publication in the conference proceedings. This reflects an 

acceptance rate of about 22%, which is one of the lowest ac-

ceptance rates of any international conference.  



Editorial Review Board Members 

 

Listed here are the members of the IAJC International Review Board, who devoted countless hours to the review of the 

many manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise 

related to the subject matter, and a professional background in statistical tools and measures. Furthermore, revised manu-

scripts typically are returned to the same reviewers for a second review, as they already have an intimate knowledge of the 

work. So I would like to take this opportunity to thank all of the members of the review board.  

 

As we continually strive to improve upon our conferences, we are seeking dedicated individuals to join us on the planning 

committee for the next conference—tentatively scheduled for 2016. Please watch for updates on our website (www.IAJC.org) 

and contact us anytime with comments, concerns, or suggestions.  

 

If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB 

Chair, philipw@bgsu.edu) an email to that effect. Review Board members review manuscripts in their areas of expertise for 

all three of our IAJC journals—IJME (the International Journal of Modern Engineering), IJERI (the International Journal of 

Engineering Research and Innovation), and TIIJ (the Technology Interface International Journal)—as well as papers submit-

ted to the IAJC conferences. 

——————————————————————————————————————————————–———— 
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DESIGN FOR SUSTAINING: SUPPORTING POST-SALE 

LIFECYCLE ACTIVITIES THROUGH FUSED 

DEPOSITION MODELING  

——————————————————————————————————————————————–———– 

Y-hsiang Chang, University of North Dakota  

——————————————————————————————————————————————–———— 
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Figure 1. Different Stages of the Product Lifecycle Activities 

 

Depending on the purpose and features of the product, the 

objective of the sustaining stage could be as simple as meet-

ing design specifications by replacing the consumables, 

retrieving a spare by salvaging still-usable components, or 

as complicated as upgrading or performance improvement. 

Through the effort of original-equipment-manufacturer 

(OEM) or third-party vendors, the lifespan of the product 

may be extended beyond its design specification. The cus-

tomer could be out of luck, however, if a spare from an 

OEM or a compatible part from a third-party vendor was no 

longer commercially available. Without proper in-house 

sustaining actions, the product might retire prematurely. 

 

In-house sustaining actions refer to the customer’s ability 

to replicate the part needed or to enhance the product by 

modifying critical components. Such actions, legally al-

lowed, are often taken to meet the product user’s internal 

needs instead of generating profit through reselling of the 

proprietary parts. Due to the lack of specific product 

knowledge and resources, few customers in the past were 

able to perform such actions. However, the increasing 

online accessibility of product information (either provided 

by OEM, third-party vendors, or public forums and DIYers’ 

blogs) and the availability of affordable 3D printing devices 

have changed the situation [2]. On the one hand, the in-

creasing availability of product information, while not nec-

essarily providing detail such as material used or part di-

mension, shades the light of how the product works and 

leads to tips and traces of its design intent. On the other 

hand, 3D printing technology opens a new avenue for de-

sign realization. Consumers are freed from the issues of 

Abstract 

 

To ensure the proper operation of a product, sustaining 

activities such as maintenance, repair, or feature upgrade 

were performed regularly prior to the decommissioning of 

the product. The product owner, however, may have to re-

tire it prematurely if parts for these sustaining activities are 

no longer available, unless a replica of the original or re-

placements that provide similar functions could be made in-

house. The emerging 3D printing technology seems to bring 

in a new hope for those who could not afford to make their 

own parts in-house. Although current applications are main-

ly on producing prototypes for design visualization and 

evaluation, the recent advance of 3D printing technology in 

product quality and material diversity presents a huge po-

tential for companies to reevaluate their internal product 

sustaining strategies. With the intention of bridging the gap 

between various research efforts and industry’s best practic-

es, the author investigated the feasibility of utilizing parts 

made via Fused Deposition Modeling (FDM) processes to 

support the need of post-sale product feature upgrades. The 

theoretical research of FDM and the best practices for me-

chanical part design were reviewed. Two cases on adding 

features to existing products were presented. The legal con-

cern of reverse engineering was also discussed. This study 

concluded with an overview of recent FDM innovations and 

potential applications. 

 

Introduction 

 

Product lifecycle activities, according to Chang and Mil-

ler [1], can be divided into four different stages: Design, 

Planning, Manufacturing, and Sustaining (see Figure 1). 

The design stage started from the conceptualization of a 

new or revised product and progressed to the testing stage 

of the physical prototypes. Once completed, the design in-

formation was passed to the planning stage, where the activ-

ities of process planning and production planning occurred. 

The manufacturing stage consisted of activities prior to the 

delivery to the customer including part fabrication, assem-

bly, quality assurance, packaging, etc. When the finished 

product was delivered to the customer, the product’s lifecy-

cle entered the sustaining stage. 
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manufacturing complexity and skilled manufacturing, and 

are empowered by the ability to utilize infinite shades of 

materials and to create precise physical replications [3]. 

 

To better understand this phenomenon and its broader 

impact on industry, the goal of this study was to investigate 

the potential of polymer-based Fused Deposition Modeling 

(FDM), the most popular form of 3D printing technology 

supporting post-sale lifecycle activities. The theoretical re-

search related to FDM and the best practices published by 

field practitioners were reviewed, and two cases of design 

for sustaining were discussed to connect theory with best 

practices. The legal concern of practicing reverse engineer-

ing in the context of 3D printing was also examined.  

 

3D Printing, FDM, and Reverse 

Engineering 

 

While stereo lithography was invented in 1984 by Charles 

Hull, 3D printing technology did not receive enough atten-

tion from the general public until 1992, a time when 3D 

Systems started rolling out of the first SLA machine. Solid 

free-form fabrication systems emerged, with the support of 

different additive processes and prototyping materials [4]. 

Pham and Gault [5] studied the strengths and weaknesses of 

thirteen different rapid prototyping technologies by compar-

ing process parameters including layer thickness, system 

accuracy, and speed of operations. Levy et al. [6] classified 

six different additive processes for rapid manufacturing and 

rapid tooling purposes. Based on material preparation and 

shape forming strategies, the term “3D printing” was de-

fined as the process to “drop (material) on bed”. 

 

It was not until 2005, when Dr. Adrian Bowyer founded 

RepRap [7], that the era of open-source 3D printing started. 

Compared to other layer manufacturing technologies such 

as stereo lithography (SLA), Solid Ground Curing (SGC), 

Laminated Object Manufacturing (LOM), and Selective 

Laser Sintering (SLS), Fused Deposition Modeling (FDM) 

became the dominating 3D printing technology, due to its 

lower cost of ownership. Utilizing the X-Y table principle, 

material of pre-made filaments was heated, extruded, and 

distributed on a heated platform. Once the printing of a level 

was finished, the platform was lowered to the next level and 

the printer head moved to where the material was needed 

and started the thermo-deposition process again.  

 

Research on different aspects of FDM has been reported. 

Nevertheless, mechanical properties and surface finish of 

the printed parts were crucial in terms of supporting a 

product’s post-sale lifecycle activities. As FDM constructed 

3D objects via staking 2D layers, FDM parts’ mechanical 

characteristics were different from those of parts created by 

conventional fabrication methods. Kulkarni and Dutta [8] 

studied both contour and raster deposition strategies and 

developed the mathematical models to determine part stiff-

ness. Bellini and Güçeri [9] proposed an approach to predict 

the tensile strength of FDM parts; the tool path and corre-

sponding test specimen were considered in order to con-

struct ABS’s stress-strain curves. Sood et al. [10] studied 

the change of stress-strain curves by controlling five differ-

ent process variables: layer thickness, orientation, raster 

angle, raster width, and air gap. Lee et al. [11] reported the 

measurement of the anisotropic compressive strength of 

FDM parts, quantifying the strength difference between 

axial FDM and transverse specimens. Croccolo et al. [12] 

developed an analytical model of the mechanical behavior 

of FDM parts made of ABS-M30. Smith and Dean [13] 

published their findings of structural characteristics of FDM 

polycarbonate material, suggesting a more conservative part 

design with FDM, as the elastic modulus could be 45% low-

er and the tensile strength could be 30% to 60% lower than 

that of the vendor’s data. 

 

Surface finish or roughness of FDM parts, which essen-

tially affected dimensional tolerance, could vary due to a 

variety of factors. In addition to the FDM process resolution 

claimed by system vendors, part orientation was a critical 

factor of resulting surface properties. Most recent FDM 

postprocessors allowed users to choose the orientation of 

the part; however, the options to reorient a part were limited 

and were often determined by the part’s geometry. Masood 

et al. [14] reported the development of a generic algorithm 

to reduce volumetric error caused by different orientations. 

Thrimurthulu et al. [15] studied how to optimize part orien-

tation by balancing surface finish and deposition time. To 

minimize the impact of part orientation, Galantucci et al. 

[16] proposed using chemical post-treatment in combination 

with modified extrusion parameters. 

 

Tool path could also affect the surface quality of FDM 

parts. For each slice of the part, the postprocessor would 

generate a specific tool path for the printer head. Depending 

on the profile of each layer, the contour, raster, or a combi-

nation of both, path generation strategies might be used. 

When staked with the adjacent layers, the almost infinite 

combination of layer weaving patterns might create a less-

desired surface finish. Han et al. [17] analyzed the overfill 

and underfill phenomena in order to manipulate the flow 

rate of FDM (e.g., traveling speed of the printer head) in 

order to achieve better surface quality. A mathematic model 

to represent surface roughness was reported by Ahn et al. 

[18]; driven by factors including cross-sectional shape, sur-

face angle, and layer thickness, the model predicted surface 

finish, which was verified with empirical data. 



——————————————————————————————————————————————–———— 

 

To extract dimensional information of existing parts, the 

approach of reverse engineering, whether through a contact- 

or non-contact-based coordinate measuring machine 

(CMM), was often used to replicate or design parts needed 

for post-sale lifecycle activities. Lee and Woo [19] reported 

a system-integrated CMM and rapid prototyping technolo-

gy, processing the data cloud to generate the sliced data for 

the rapid prototyping process. To reconstruct an organic 

surface, Zhongwei [20] proposed an algorithm for pro-

cessing the scan data for the adaptive part-slicing strategy. 

Bagci [21] presented three cases using CMM to reconstruct 

replacement parts; while the resulting parts were built 

through CNC milling in this study, Bagci’s reverse engi-

neering approach seemed to be suitable for parts made of 

FDM as well. 

 

Best Practice from Practitioners 

 

With the popularity of low-cost 3D printers, a lot of “best 

practices” on how to design mechanical parts for 3D print-

ing have been published online, especially on sites such as 

Shapeways (www.shapeways.com). The rule-of-thumb re-

garding wall thickness, shrinkage, tolerance assignment, 

clearance for post-printing polishing, and surfaces of mov-

ing parts were suggested and part variation caused by the 

FDM process itself—post-printing polishing, and paint-

ing—were reported [22], [23]. Martinson [24] discussed his 

experiments of printing three sets of functional mechanical 

assemblies, namely nut-and-bolt with threads, snap-fit piv-

ots, and dovetail joints, in FDM. A study investigating the 

relationship between part design and actual parts created 

through Polyamid 12-based SLS printing was conducted by 

Sippel [25]. Tables of empirical data were used to show the 

connection between desired accuracy and actual production 

on part labels, wall thickness, pin size, gap size and hole 

size; there was, however, no mathematical analysis or theo-

retical explanation of why certain things happened. In con-

clusion, the actual quality of FDM parts was determined by 

multiple variables. These best practices, then, while not 

theory driven, served as a good entry point for beginners. 

 

Case Studies 
 

To further explore the potential of using FDM parts for 

post-sale product sustaining activities, two case studies were 

deployed. Based on the availability of resources, the focal 

point of these two cases was on product sustaining through 

feature addition, meaning the FDM parts were designed to 

add features to existing products. All of the parts were de-

signed in SolidWorks, and the information for reverse engi-

neering was obtained by measuring target products’ dimen-

sions with a dial caliper. The model of the FDM printing 

device used in both cases was uPrint SE by Stratasys, and 

the material used was ABSplus thermoplastic. The Solid-

Works models were first converted into the standard STL 

format, and the option “Solid” was used for wall construc-

tion in order to achieve better structural strength. Part orien-

tation for all parts in the cases was selected in a way the 

minimum amount of supporting material was used. 

 

Case One: The Conversion Cover 
 

The first case examined, as shown in Figure 2, was to 

design a conversion cover for an existing Solid State Drive 

(SSD) to reduce the housing thickness from 9 mm to 7 mm. 

The finish of most of the part’s surface was not critical, and 

the majority of the cover design resembled the existing 

black cover in order to retain structure integrity. The key 

change made was to lower the side wall in order to achieve 

a total height of 7 mm, once assembled. Four U-shaped slots 

were used to fit the bosses housing the screw holes on the 

counterpart enclosure, and the screw holes were placed to 

align with their current locations. As the dimension of the 

resulting part suggested, this case was to test the printer’s 

limitations against the rule-of-thumb on the size and loca-

tion of gap, pin, hole, and wall features. 

Figure 2. The Conversion Cover Printed for the SSD (Left) 

 

Figure 3 shows the sixth revision of the convert cover. 

While the reverse engineering activity via a caliper went 

well, a lot of design details necessary for proper assembly 

(instead of perfect) were not clear until multiple revisions of 

the original design were printed. For example, the location 

of the circled U-shaped slot was off due to material shrink-

age and process variation. A larger slot was eventually used 

to provide necessary clearance [22], [23]. The other exam-

ple was the small slots circled in the figure. The size and 

location of these slots needed to be “guesstimated”, due to 

non-uniform material shrinkage, unless the user intended to 

remove the spacers from the existing counterpart enclosure. 

——————————————————————————————————————————————–———— 
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hollowed to save material. 

Figure 4. FDM-based Fixture for OTA Antenna Testing 

Figure 5. Four Different Frequency Calibrators Considered 

Figure 6. The Modular Fixturing System for Calibrators 

Figure 3. The Sixth Revision of the SSD Cover Design 

 

Another issue of multiple revisions came from the correct 

alignment of screw holes. The boss shown at the bottom of 

Figure 3 was necessary to house the counter-bored hole on 

the reverse side. The screw hole was presented in the initial 

design attempt, but the resulting part showed a defective 

boss, due to the wall thickness. A design revision was to 

drill the screw holes afterward, but the process variation 

made the matching of the counter-bore and existing screw 

holes very difficult. Eventually, a pre-made hole, which 

might not be printed properly due to the printer’s resolution, 

was used to guide the post-printing drilling. The overall 

time for part designing and testing was 10 hours, including 

all six revisions; the printing time for individual parts was 

around 25 minutes, depending on features to be included. 

 

Case Two: The Antenna Fixturing System 

 

Shown in Figure 4, a fixture was designed and printed to 

support antenna testing in the over-the-air (OTA) wireless 

test chamber. To get reliable test results, the test chamber 

needed to be calibrated for different frequencies prior to 

actual antenna testing; both the vertical and horizontal arms 

would rotate 360 degrees during baseline calibration and 

actual antenna testing. The calibrating antennas owned by 

the university came from different vendors, and the current 

solution was to use rubber bands to attach different calibra-

tors to the horizontal arm. There was a need to create a fix-

turing system that could provide reliable positioning, while 

accommodating all four calibrators (see Figure 5). 

 

The modular fixturing system shown in Figure 6 was de-

veloped to address this need. The main fixture (circled) was 

designed to attach to the horizontal arm using an internal 

locking mechanism. The other modular fixtures were de-

signed so that the one side was attached to the tail of an 

antenna with screws, while the hollowed supporting arm 

from the main fixture could fit into the slots on the other 

side. The design of the main fixture was based on the exist-

ing structure of the horizontal arm; its supporting arms were 



——————————————————————————————————————————————–———— 

 

The distance between two supporting arms of the main 

fixture was determined by the tail size of the calibrators. 

The thickness of the base plate for each fixture was estimat-

ed based on the weight of the calibrators, and the location of 

the screw holes on the modular fixtures was measured 

against the existing screw holes on the calibrator. The case 

was to test the mechanical properties of printed parts and to 

find out whether surface finish could be utilized in the part 

design. 

 

The resulting fixturing system performed as expected. 

Since both the vertical and horizontal arms could rotate in 

increments of angles and stop for 5 to 10 seconds before the 

next rotation during the calibration process, the kinematic 

momentum was neglected. The setup time was drastically 

shortened, due to the ease of installation, and the rough sur-

face finish from the layering process was incorporated into 

the design to provide necessary friction to hold the modular 

fixtures in position. There was no need to include threads, 

as the actual threads could be created by the screws during 

the attachment of the modular fixture to the calibrator. 

However, this design decision was made based on the type 

of screws used.  

 

The shrinkage of material was much less significant when 

compared to the part’s geometry and size. The imperfec-

tions from process variation could be easily overcome by 

post-printing manual filing and sanding; it is worth noting 

that these finishing processes had little to no impact on the 

part’s structural integrity or positional accuracy, due to the 

planned clearance recommended by field practitioners. The 

overall time for part designing and testing was around eight 

hours; the printing time for individual fixtures ranged from 

45 minutes to one hour. Only the main fixture went through 

a design revision, as it had to match the existing system. 

The design of modular fixtures was less time-consuming; 

once the concept had been proved to work, the following 

design became straightforward. 

 

Legality of Reverse Engineering 

 

While these two cases show the potential of using FDM 

parts for product sustaining actions, the industry is still ad-

vised to take careful yet practical measures in terms of intel-

lectual property. As discussed previously, to create a func-

tional part for purposes of product sustaining, whether it is a 

replica to replace the original part or an ad hoc part to ex-

pand or upgrade the product, the technique of reverse engi-

neering is often used to obtain the needed dimensional in-

formation. Pooley [26] identifies six reasons for engaging 

reverse engineering: learning, changing or repairing a prod-

uct, providing a related service, developing a compatible 

product, creating a clone of the product, and improving the 

product [27]. For information-based products from the soft-

ware or semiconductor industries, reverse engineering could 

easily expose the core technology of the targeted products; 

therefore, such a practice is avoided as the current law pro-

hibits [28]. Companies in these sectors tend to utilize known 

standards or release their application programming interfac-

es (APIs) to third-party partners in order to encourage de-

velopment-compatible products. However, for traditional 

manufacturing industries, the main adaptor of 3D printing 

technology, reverse engineering “has always been a lawful 

way to acquire a trade secret, as long as the acquisition of 

the known product ... [is] by fair and honest means, such as 

purchase of the item on the open market.” [29].  

 

Nevertheless, the description of patents, trade secrets, or 

copyrights can be very broad, vague, or implicit, thereby 

leaving a lot of room for legal interpretation. The practition-

ers of reverse engineering should consult with the original 

equipment manufacturers as well as their legal counsel be-

forehand in order to obtain necessary consent or legal docu-

mentation prior to taking any action, even when the intend-

ed product or part may be obsolete, or the related patents 

may already be expired. 

  

Conclusion 

 

The approach to designing FDM parts to support post-sale 

lifecycle activities was examined in this study. The theories 

behind FDM and the field practitioners’ suggestions were 

reviewed and put into the consideration of part design in the 

two cases presented. The author should point out that the 

use of a dial caliper to reverse engineer the parts was justifi-

able, since the parts created in these two cases did not re-

quire excellent precision. However, the trial-and-error ap-

proach in the first case did suggest the need for better meas-

urement, preferably in CMM. While some trade magazines 

or vendors claimed “no manufacturing experience needed”, 

the part designer could only create sound functional parts 

with the understanding of specific 3D printing processes, 

materials, and their limitations. In the end, both the design 

and manufacturing experiences were essential. 

 

There were several technical breakthroughs, which field 

practitioners or even researchers should pay attention to. 

While powder-based SLS printing devices for metallic parts 

could be the next innovation driver [30], the development of 

polymer-based filaments with the addition of nano particles 

[31], or adhesives to bond 3D printing parts [32], could also 

expand the landscape of 3D printing applications. FDM 

printers with dual- or quad-heads had been commercially 

available; nevertheless, direct printing of composite materi-

als through a single extruder head deserved more attention 

[33]. With the commercialization of these innovations, 3D 
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printing could really be considered as the next “disruptive 

technology”. 
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Abstract 
 

Over the past 10 years, the use of robotic kits in K-12 

Science, Technology, Engineering, and Math (STEM) initi-

atives as well as undergraduate engineering education has 

increased significantly. However, a survey of students in 

grades 9–12 indicated that only 2–3% of women in high 

school express an intention to study engineering; converse-

ly, 16% of high school men declared that they plan to pur-

sue an engineering degree [1]. In this paper, the authors 

present an initial review of published literature regarding 

the use of robotics in schools to identify cases where robotic 

kits have been used to engage girls in STEM learning and to 

discuss how robotics has been used or could be used to posi-

tively influence outcomes of girls’ knowledge, interests, self

-efficacy, and attitudes related to careers in engineering.  

 

Introduction 

 

A survey of students receiving STEM degrees in the U.S. 

shows that the numbers of technical degrees awarded to 

women and underrepresented minorities do not accurately 

reflect U.S. demographics. Based on the U.S. Census of 

2010, women account for 50% of the total population and 

the workforce; however, they represent only 26% of the 

Science, Technology, Engineering, and Math (STEM) 

workforce. The total percentage of undergraduate engineer-

ing degrees awarded to women was 17.5% in 2008, while 

the percentage of bachelor’s degrees in engineering technol-

ogy awarded to women in 2011 was 9.5%. Based on statis-

tics from the U.S. Department of Labor, only 11% of Aero-

space Engineers and less than 6% of Mechanical Engineers 

are women [2]. Recent studies have indicated that girls are 

participating equally in middle and high school studies in 

science, mathematics, and technology; however, the number 

of female graduates of engineering programs as well as the 

number of female engineers in the workforce are still low [3

-5]. 

 

As reported by McCrea [6], the percentage of U.S. girls 

interested in STEM careers has not improved in comparison 

to statistics from 10 to 20 years ago. Furthermore, the num-

ber of middle-school-aged girls who reported an interest in 

STEM subject areas by the time they are graduating high 

school and entering college have drastically declined, indi-

cating that even in the middle to high school years, female 

student retention in STEM is not being properly addressed. 

These are alarming trends and represent a complex problem 

that will have a dramatic impact on the U.S. workforce and 

economy.  

 

Factors Influencing Women in 

Engineering 

 

Female high school students do not choose to pursue en-

gineering as their career paths for various reasons, many of 

which are related to their perception of engineering [7]. One 

of the widespread perceptions is that engineering is viewed 

as a predominately male field [8]. Additionally, there is a 

perception that engineering has fewer opportunities for crea-

tive development [9]. A 2-year study of 403 students attend-

ing community college used a 28-item “perceived chilly 

climate scale” as a metric to assess the environment for 

learning and found that an environment that is perceived as 

“chilly” puts women at an educational disadvantage and 

many of them decide not to enroll or end up switching ma-

jors [10]. These perceptions have been documented in stud-

ies on females from elementary school through graduate 

studies and even through employment [5]. A study funded 

by the National Science Foundation (NSF) and conducted at 

the University of Wisconsin-Milwaukee in 2011 surveyed 

3700 female engineers and reported that one-third respond-

ed that they did not enter engineering after graduation be-

cause of their perception of engineering being inflexible or 

the workplace culture being non-supportive of women [11]. 

Some researchers suggest that this perception of gender and 

STEM occurs very early on in life if parents treat their chil-

dren differently according to their gender and with the 

choice of toys that children are exposed to for playtime [12]. 

 

Women who do pursue careers in STEM fields typically 

choose careers that have traditionally had higher concentra-

tions of women, such as fields related to health, education, 

and the social and behavioral sciences [13]. This trend con-

tinues even though much higher salaries can be earned by 

pursuing careers in information technology and engineering. 

One reason for this seems to be that these fields are male-

dominated and women who pursue these careers may be 

perceived as, or even perceive themselves as, more mascu-

line [10]. Furthermore, women have reported that they do 
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not feel welcome in college majors and career fields that 

typically have higher concentrations of men, such as engi-

neering and engineering technology. This relates to the need 

for a sense of community that is important to women [10]. 

An ethnographic study of engineering courses reported that 

women encountered negative behavior from male students 

[14], [15]. As a result, women may feel compelled to avoid 

college majors that are traditionally male-dominated in or-

der to avoid these unwelcoming and negative attitudes. 

 

Gender perceptions and masculinity are not the only ob-

stacles to engaging female students to consider engineering 

careers. A study in 2005 regarding female student interest in 

pursuing electrical engineering suggests that the dominant 

factor for the female pupils when considering the academic 

field of study is not the masculine image of the profession, 

but rather the level of familiarity with the domain and actual 

interest in the field [16]. 

 

Another factor influencing our young women is the lack 

of female role models who encourage students to pursue 

STEM careers. McCrae points out the need for more female

-led STEM groups that can attract more girls to technical 

careers and retain female students who express an interest in 

middle school but seem to fall off course in high school. 

McCrae [6] concludes that “an after-school math or science 

club that's headed up and championed by a female teacher,

…, can go a long way in getting girls to consider STEM 

degrees and careers”. He also points to the need to include 

more hands-on learning opportunities for students to under-

stand how education connects to future careers. For exam-

ple, robotics labs can help students identify with a career in 

engineering. Coupling hands-on learning with female-led 

initiatives could lead to the attraction and retention of girls 

in engineering careers. 

 

Methods to Engage Women in 

Engineering 

 

Universities across the country have started programs 

such as Women in Engineering to focus on reaching out to 

high school female students. These programs have resulted 

in more women enrolled in engineering programs in region-

al areas [16-18]. These programs use different vehicles for 

recruitment such as newsletters, websites, face-to-face inter-

action with program leadership, youth expos, summer work-

shops [18], peer mentoring, scholarships, visits to schools, 

one-day conferences [16], and camps. The reason for these 

various outreach methods is that different women’s groups 

do not respond the same way to any given recruiting meth-

od. Although high school students who have better 

knowledge about engineering were much more likely to 

report aspirations for studying engineering in college, there 

is still a gap when it comes to the girls having engineering 

college aspirations, even when moderated by recruitment 

[14].  

 

According to White and Wasburn [5] various online re-

cruiting materials have been developed specifically for fe-

male audiences and include showcasing successful women 

in STEM careers. More than two-thirds of online projects 

reviewed by White and Wasburn focused on technology to 

increase student engagement, and one-third included goals 

of career awareness or gender equity awareness. The re-

searchers identified four factors that online activities should 

incorporate in order to successfully overcome gender-

specific issues in career selections: 1) Career Information 

and Exploration; 2) Personal Identification and Relevance; 

3) Real-world Application and Context; and, 4) Social Inter-

action and Teamwork. 

 

Several studies have reported the effect of mentorship and 

role models on the future career choices of middle school 

and high school students, especially in STEM education [6], 

[19]. A study by Abrams and Fentiman [17] concluded that 

focusing only on recruiting efforts cannot increase the per-

centage of women in engineering. Efforts to successfully 

engage women in engineering must also assist women in the 

development of a supportive, sustainable network that will 

increase their chances of successfully completing an engi-

neering degree. 

 

Some studies suggested that one way of attracting women 

to engineering could be showcasing engineering as more 

creative and more receptive to female students. One ap-

proach to achieve this is to engage girls in cooperative team 

projects [20], [21]. However, research suggests that teachers 

are not adequately prepared to address gender-equity con-

cerns in their classrooms [22]. 

 

A wide range of K-12 programs across the country are 

using robotics as a very engaging tool for education, includ-

ing competitions that challenge students at different levels 

[8]. Girls do participate in many of these robotic contests as 

valuable team members and enjoy building and program-

ming robots. However, the effect of these different efforts 

on engaging the female population in STEM careers has not 

been well documented.  

 

Robotic Kits in K-12 STEM 

 

Over the past 10 years, the use of robotic kits in K-12 

STEM initiatives as well as undergraduate engineering edu-

cation has increased significantly. This phenomenon has 

been motivated by many factors including the diversity of 
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inexpensive robotic kits and their ease of assembly and pro-

gramming, as well as documented research that hands-on, 

project-based learning initiatives provide ways to engage 

students that traditional learning—including lectures and 

assignments, as well as advanced methods such as simula-

tions and gaming—cannot.  

 

Robotic kits provide opportunities to help highlight prac-

tical elements of the curriculum that can be more easily 

demonstrated and retained through hands-on learning and 

can make STEM learning more accessible for all students 

including female students, underrepresented minorities, and 

students with disabilities [23]. However, a recent survey [8] 

about the use of robotics to engage students showed that 

many educational efforts were primarily focused on using 

robots to teach robotics, without a broader sense of engi-

neering and career opportunities. Additionally, few studies 

have been conducted on how robotics can be properly uti-

lized in education in order to engage girls and other un-

derrepresented groups towards engineering. 

 

Robotics is multidisciplinary in nature and fully integrates 

many engineering subjects. Weinberg et al. [24] presented a 

model for multidisciplinary cooperation that included vari-

ous engineering disciplines and computer science, which 

elevates robotics to a potentially pivotal position in engi-

neering education. As part of their research, they formed a 

collaborative working group, which they called the Multi-

disciplinary Project Action Group (MPAG), as a way to 

bring together faculty members from the engineering and 

computer science departments who share a common desire 

to develop and deliver effective, multi-disciplinary learning 

activities for students in their respective college majors.  

 

Mataric et al. [25] and his colleagues developed an af-

fordable robotic platform and a free, public-domain robot 

programming workbook. Their intent was to make concepts 

related to robotics more accessible to educators and students 

at all levels. These free, detailed resources are valuable for 

removing barriers of entry for students and educators at the 

K-12 and university level and to provide direct access to 

hands-on learning about robotics. These types of robotic kits 

and resources could be utilized to engage girls in learning 

about engineering majors and careers.  

 

Thomaz et al. [26] studied children in Brazil and present-

ed an overview of the learning process of children who have 

been denied access to technology in education, referred to 

as “digitally excluded”, and how educational robots can 

benefit these children. Their work, referred to as the “digital 

inclusion project”, showed very positive results on impact-

ing student learning and introduction of new technologies 

when children have little to no prior contact with technolo-

gies were introduced to educational robots. The results indi-

cated that this project improved the educators’ skills by sup-

porting teaching techniques in the classroom when using the 

robot as an interdisciplinary tool to address subjects such as 

Portuguese, Mathematics, Art, and Geography. The study 

did not specifically target girls, but highlighted how educa-

tional robots can have a positive impact on underrepresent-

ed students.  

 

A novel study by researchers Lu and Mead [27] presented 

how a new generation of students perceives human-robot 

interaction (HRI) and its potential impacts on society. The 

focus of the study was to teach students how to program 

robots to express emotion and intent only through the ro-

bot's physical actions. The authors believed that exposure to 

sociable robotics would have the potential to increase inter-

est in STEM-related activities, particularly for girls. 

 

Another recent study [28] focused on the VEX Robotics 

competition, an international program for middle and high 

school students, with the same goal of engaging students in 

the study of STEM; this time, though, through a competi-

tion, where students build robots to solve a challenge. Sur-

vey data from 341 students and 345 coaches indicated that 

94% of coaches reported increased interest in science and 

technology and 50% reported increased interest in math and 

science classes as a result of robotics-based competitions. 

The study even looked at students from different academic 

levels, and showed that the robotic competition was benefi-

cial for all of them. That is, about 20% of students with high 

GPAs, and would have pursued a STEM-related college 

major, even without the robotic competition exposure, re-

ported a change of interest from pure science majors to en-

gineering-based college majors. On the other hand, students 

with lower GPAs, who were struggling in math classes, 

reported that participation in robotics competitions encour-

aged them to study auto/machine-tool technology or elec-

tronics, for example, and motivated them to do better in 

school. Approximately 30% of the participants in the study 

were female.  

 

A different approach to analyzing the benefits of robotics 

curricula was presented by KcKay et al. [29]. That study 

compared formal (classroom setting) and informal (summer 

camps) learning environments in order to understand the 

impact of robotics curricula on student learning of science 

concepts and their awareness and interest in engineering 

careers. This study of 440 students across four learning sites 

(two formal and two informal) showed that students in the 

informal environment did better on content learning than 

students in formal classroom settings, and they also did bet-

ter on STEM interest and engagement. The study suggested 

that the overall better results with the informal sites may be 



——————————————————————————————————————————————–———— 

 

due to the amount of time spent on the curriculum during 

the intensive one-week summer camp experience. Approxi-

mately 50% of the students were female. The results of the 

study did not specifically link to the gender of the partici-

pants and reported that gender was not a factor when com-

paring formal to informal setting results. 

 

The research by Takaghaj et al. [30] involved a mentor-

supported robotics project. The program used Lego Mind-

storms NXT and consisted of an unstructured design project 

geared for a robotic competition. In addition, girls were 

supervised in their own schools by a female engineer serv-

ing as a mentor. The survey considered both girls-only 

schools and classrooms with boys and girls in equal num-

bers. The study showed that this set up was successful in 

stimulating girls’ interest toward STEM careers. As this was 

a relatively recent study, and the students involved in the 

survey were basically children that grew up in a highly tech-

nological era, the paper mentioned that the girls started the 

program already knowledgeable about engineering or robot-

ics and had positive images of engineering. Still, the survey 

results indicated that the program was successful in improv-

ing attitudes even further. 

 

Although the actual number has not been reported, the 

majority of U.S. engineering schools include team-based 

student competitions in their undergraduate programs. One 

such example is the VEX Robotics competition, which in-

cludes 3500 teams from 20 countries annually [28]. Some of 

these competitions even feature all-female teams such as the 

ones for SAE Mini-Baja competition [8]. Qualitative feed-

back from these events obtained from after-project surveys 

showed a positive impact on retaining women enrolled in 

engineering programs. Based on the literature survey pre-

sented here, these findings can be attributed to the hands-on 

aspect of these competitions and the mentoring and commu-

nity support that comes with a team comprised of all fe-

males.  

 

Conclusions 
 

In conclusion, women are grossly underrepresented in the 

STEM workforce, especially in engineering and engineering 

technology. The number of girls in grades 9–12 who have 

indicated their intentions to pursue engineering is signifi-

cantly less than their male counterparts. There are numerous 

factors that have been linked to the low numbers of women 

in engineering as well as the low number of girls interested 

in pursuing technical careers, notably the “perceived chilly 

climate” and lack of female mentors and role models. While 

the use of robotic kits in K-12 STEM education has in-

creased significantly in the last five years, studies carried 

out on the use of robotics to engage students focused pri-

marily on using robots to teach robotics, without a broader 

sense of engineering and career opportunities. Furthermore, 

few studies have shown the use of robotics to engage female 

students in STEM, or engineering in particular, and these 

studies lacked any formal evaluation or assessment. Thus, 

there is no clear evidence in the literature on whether robot-

ics can effectively engage girls in engineering.  

 

Based on the outcome of this literature survey, the authors 

intend to collaborate and explore the use of robotics as a 

hands-on learning tool to effectively engage girls and excite 

them about the study of engineering and engineering tech-

nology and career opportunities in these fields. This pro-

posed study plan will incorporate key findings from this 

literature survey on how to engage girls in STEM, including 

the need for female mentoring and female role models, the 

need for a sense of community and inclusion, the need to 

overcome the “perceived chilly climate”, and the need to 

feel part of a “greater good”. The partnership of Old Domin-

ion University (ODU) and Wayne State University (WSU) 

brings together two higher education institutions with the 

infrastructure, assets, capabilities, and expertise necessary to 

carry out this research through existing cooperative agree-

ments with high schools in Hampton Roads and Detroit 

Metro Area public school districts.  
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Abstract 
 

As globalization expands and new technology spreads, 

companies look for different ways to expand their business-

es through the use of new innovative technologies. One way 

that companies are remaining competitive is through the use 

of automation in their manufacturing processes. With in-

creased automation, companies have the potential to im-

prove upon one key business metric: increased production. 

Companies are experiencing increased production because 

automation has the ability to save time and reduce scrap/

rework. The one downfall of the implementation of automa-

tion is that most companies fail to fully integrate the auto-

mation into the entire system. Instead, the automation func-

tions as an island in the manufacturing process that can lead 

to problems such as bottlenecks and inefficient work flow. 

Since the automation is not fully integrated, the company 

will be unable to reach the full potential of its automated 

equipment. One way to combat islands of automation is 

through the use of Computer Integrated Manufacturing 

(CIM). A CIM cell allows the integration of automation into 

the entire manufacturing process, from ordering raw materi-

als to the production of final goods.  

 

Introduction 

 

Garbage-In-Garbage-Out, not always! This study attempt-

ed to determine if the integration of the Renishaw spindle 

probe functioning as an in-process measuring device had the 

ability to eliminate variation in a CIM cell. If variation is 

eliminated through the use of the in-process measuring de-

vice, then this presents the opportunity for improving final 

process capability. With the rise of automation in traditional 

manufacturing processes, more companies are beginning to 

integrate computer integrated manufacturing (CIM) cells on 

their production floors. Process integration eliminates bro-

ken processes and is crucial to optimizing the manufactur-

ing environment [1]. By fully integrating the automation, 

the company has the potential to further improve production 

and remain competitive [2]. CIM has increased in popularity 

as companies begin to realize the full potential CIM cells 

have to offer. Along with seeing the benefits CIM cells have 

to offer, the increase in user-friendly technology has also 

increased the prominence of integrated systems. These inte-

grated systems allow companies to use computer operating 

systems to control manufacturing processes. One specific 

example is computer-aided design (CAD), computer-aided 

manufacturing (CAM), and Supervisory Control and Data 

Acquisition (SCADA) software that has become a vital part 

of integrating Computer Numerical Control (CNC) machin-

ing centers into CIM cells. These three software packages 

have increased user friendliness, making CNC integration a 

practical approach for businesses both small and large. 

Overall, improved integration software will allow more 

companies to use CIM cells during their manufacturing pro-

cesses [1].  

 

Through CIM cell integration, companies have the ability 

to reduce process time and increase production. One of the 

problems created with CIM cell automation is caused by the 

dependency the sequential steps have on one another. De-

pendency created by the previous step increases the proba-

bility that a process error could occur due to previous varia-

tion. This compounding variation can cause the entire pro-

cess to become inefficient. One way to eliminate this de-

pendency is through the use of an in-process measuring 

device such as a Renishaw spindle probe used in conjunc-

tion with a CNC milling machine. 

 

Western Kentucky University (WKU) utilizes a CIM cell 

in the Senator Mitch McConnell Advanced Manufacturing 

and Robotics laboratory. The laboratory is located in the 

Architectural and Manufacturing Sciences department and 

gives students the opportunity to learn how automated sys-

tems can be integrated. The CIM cell consists of three 

Mitsubishi six-axis robots, a Haas Mini-Mill, a Haas GT-10 

lathe, an AXYZ, Inc. CNC router table, an Epilog 120-watt 

laser engraver, an Automated Storage and Retrieval System 

(ASRS), material handling conveyor, and vision station. 

The CIM cell functions throughout the curriculum as a 

means for applied learning and research. The authors used 

this CIM cell in order to determine if an in-process measur-

ing device, such as the Renishaw spindle probe, had the 

ability to affect process capability. 

 

The authors conducted a case study to determine the 

changes in process capability. If variation is eliminated 

through the use of the in-process measuring device then this 

presents the opportunity for improving final process capa-

bility. The ability to eliminate variation with the use of an in

-process measuring device had the potential to shed new 

light on the topic of process capability in a CIM cell. Con-

ventional teaching says that increasing final process capabil-

PROCESS CAPABILITY IN A COMPUTER-INTEGRATED 

MANUFACTURING CELL 
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ity over initial process capability is not possible (Garbage-In

-Good-Out), due to the increased variation that each step in 

the process introduces. Since the entire process consisted of 

automated process execution, errors such as misaligned part 

placement had a direct effect on the next step. Each time 

increased variation occurs process capability suffers. Pro-

cess capability is determined by the previous steps of the 

process [3]. The information gained from this process capa-

bility study has the potential to change the traditional defini-

tion of process capability. The knowledge gained on process 

capability will be useful to companies that have integrated 

CNC machining centers into their CIM cells.  

 

Hypothesis 
 

H01: There was no difference between initial process capa-

bility and final process capability without the use of the in-

process measuring device. 

 

H11: There was a difference between initial process capabil-

ity and final process capability without the use of the in-

process measuring device. 

 

H02: There was no difference between initial process capa-

bility and final process capability with the use of the in-

process measuring device. 

 

H12: There was a difference between initial process capabil-

ity and final process capability with the use of the in-

process measuring device. 

 

H03: There was no difference between final process capabil-

ity with the in-process measuring device and final process 

capability without the in-process measuring device. 

 

H13: There was a difference between final process capabil-

ity with the in-process measuring device and final process 

capability without the in-process measuring device. 

 

By increasing process capability, the company has the 

potential to reduce scrap and rework that will save time and 

increase profits. The Renishaw spindle probe has the poten-

tial to save time when integrated into a CIM cell, even 

though using the probe adds an extra step in the process. 

Time can be saved by preventing extra work from being 

dedicated to scrapping parts or investing time into rework-

ing the work piece. The amount of time the probe can save 

increases with the increased complexity of the manufactured 

part, due to the longer machine time invested in the compo-

nent. Some parts can take several hours to machine from 

raw material to final product, making it crucial to prevent 

scrapping of parts as a large amount of time has been invest-

ed into the machining process. Improving process capability 

is a vital part of Six Sigma, so improving process capability 

in a CIM cell will also be beneficial to companies trying to 

increase their Sigma level. Reaching Six Sigma requires 

reducing defects to 3.4 defects per million opportunities. 

There are two ways to decrease the number of defects in a 

process: the company can extend the upper and/or lower 

control limit or the company can improve the process capa-

bility [3]. 

 

Methodology 

 

Before the aluminum blocks were processed in the CIM 

cell, they were manufactured to the desired size of 130 mm 

X 130 mm. Aluminum flat stock measuring 152 mm wide 

by 3658 mm long and 19mm thick was used to make the 

100 aluminum blanks. Machining the blocks to the desired 

size was handled by using the following equipment: a hori-

zontal bandsaw (see Figure 1), a waterjet, and three vertical 

milling machines. The first step conducted on the aluminum 

flat stock was to cut the 3658 mm sticks into 1220 mm sec-

tions using the horizontal bandsaw to help with the handling 

of the raw material.  

Figure 1. Horizontal Bandsaw used to Cut Aluminum Flat 

Stock 

 

Once the sticks were cut into 1220 mm sections, they 

were then placed on the waterjet table to cut the overall 

width of the material to around 135 mm. Removing excess 

material from the width decreased the amount of time spent 

on the milling machine. After all of the 1220 mm sections 

were processed on the waterjet, the material was taken back 

to the bandsaw and cut into sections of around 135 mm. 

This allowed the authors to get nine aluminum blanks out of 

each 1220 mm stick. With the blanks now measuring rough-

ly 135 mm X 135 mm, the final machining was handled by 

the three manual milling machines. Due to the way the alu-



——————————————————————————————————————————————–———— 

 

minum blocks were processed, one factory edge was present 

on all of the blocks. This factory edge was then used as a 

positive stop during the machining process on the mill (see 

Figure 2). The aluminum blocks were placed vertically in 

the vise with the factory edge against the base of the vise.  

Figure 2. Aluminum Block with Factory Edge Against the Base 

of Vise  

 

A positive stop was placed in the Z axis allowing the op-

erator to take several passes on the aluminum blank until it 

reached the final dimension of 130 mm. With the X dimen-

sion within the desired specification, the Y dimension was 

processed next. The part was then clamped in the vise with 

the jaws applying pressure to the two parallel X sides (see 

Figure 3). One of the Y sides was then machined perpendic-

ular to the X axis to true up the edge.  

Figure 3. Clamping Position to Machine First Y Axis 

 

With three sides processed, the fourth side was machined 

in the mill to bring the Y axis to its final specification. The 

block was then placed vertically in the vise with the previ-

ously processed Y axis resting against the base of the vise 

(see Figure 4).  

Figure 4. Processing Final Y Axis with Aluminum Block 

Placed Vertically in Vise 

 

A positive stop used in the Z axis allowed the operator to 

machine the block to 130 mm in the Y axis. 

 

For this study, the authors used the 130 mm X 130 mm 

aluminum blocks in the CIM cell. A photo of the CIM cell 

(see Figure 5) shows a general view of the cell layout. One 

side of the aluminum blocks were processed with the use of 

the Renishaw spindle probe; the other side without the Ren-

ishaw spindle probe.  

Figure 5. CIM Cell Layout 
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In order to run the blocks, the ASRS was loaded with the 

100 aluminum blocks and processed in the CIM cell without 

the use of the Renishaw spindle probe. Due to the holding 

capacity of the ASRS, the ASRS was loaded in sets in order 

to run all 100 blocks. The process started with the ASRS 

robot picking up the pallet on which the aluminum block 

was resting, and moving the pallet to a buffering station. 

Once the aluminum block was loaded onto the buffer sta-

tion, the Mitsubishi robot moved into position to grab the 

aluminum block from the pallet. The Mitsubishi robot used 

a set of grippers to grab the aluminum block from the pallet. 

Once the Mitsubishi robot had the part, the robot moved 

down a linear slide to place the aluminum block in the Haas 

Mini-Mill CNC vise (see Figure 6). The Haas Mill used a 

6.35 mm HSS four-fluted end mill to machine a square 

pocket in the center of the aluminum blocks. The pocket 

was 7 mm deep and measured 25 mm in the X dimension 

and 25 mm in the Y dimension. The CNC was programmed 

to move to the center of the aluminum block 65 mm in the –

X axis and 65 mm in the +Y axis from the top left corner of 

the part. The top left corner of the part was programmed 

from the top left corner of the CNC vise. The tool bit was 

swapped out after 25 blocks were processed, or whenever 

excessive tool wear occurred.  

Figure 6. Aluminum Block Clamped in CNC Vise 

 

When a new bit was loaded into the CNC machine, it was 

set up using the Renishaw tool touch off setter. After the 

square pocket was milled into the aluminum block, the 

Mitsubishi robot moved back into position to grab the alu-

minum block. The Mitsubishi robot secured the aluminum 

block by closing the grippers around the part. Once the grip-

pers were closed on the aluminum block, the CNC vise 

opened and the Mitsubishi robot moved to place the alumi-

num block back on the pallet located at the buffer station. 

With the aluminum block loaded on the pallet located at the 

buffer station, the ASRS robot moved into position to pick 

up the pallet and placed the pallet back on the ASRS. The 

process repeated until the 100 aluminum blocks were ma-

chined. Once the blocks were machined, final process capa-

bility was recorded.  

 

With the CIM cell process described, the problem with 

process capability became prominent. The previously stated 

variation was not a comprehensive list of every form of var-

iation that the CIM cell introduced, but the amount of varia-

tion covered showed how each process added to an automat-

ed process introduced new variation and decreased process 

capability [4]. The authors defined the problem in the study 

to encompass process capability in a CIM cell. Process ca-

pability was defined as the problem because, in a CIM cell, 

initial process capability of the work piece affects the final 

process capability of the work piece. A direct effect is creat-

ed by initial process capability because each step is depend-

ent on the previous. The dependency created causes each 

step to introduce more variation into the process. Increased 

variation causes final process capability to decrease, pre-

venting the final process capability from exceeding initial 

process capability. Decreased process capability caused by 

increased variation can be detrimental to the final product, 

causing the product to fall outside the upper or lower speci-

fication limits established by the customer. The study 

planned to combat the problem of increased variation 

through the use of an in-process measuring device. The 

measuring device, a Renishaw 40-2 CNC spindle probe (see 

Figure 7), was used to measure the exact coordinate posi-

tioning of a part in the CNC vise.  

Figure 7. Renishaw 40-2 Spindle Probe 

 

Instead of programming the center of the aluminum block 

off of the top right corner of the vise, the authors used the 

spindle probe to measure the true center of the aluminum 

block. The true center of the aluminum block was found by 
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measuring the distance between the four sides of the alumi-

num block with the Renishaw spindle probe. The Renishaw 

spindle probe touched X1 and X2 then measured the length 

and divided this measurement by two. The probe then did 

the same thing for the two Y sides of the aluminum block. 

By measuring the exact coordinate positioning and finding 

the true center of the aluminum block, previous variation 

caused by positioning error and variation in initial size of 

the aluminum blocks was eliminated. Along with the inte-

gration of the probe, the tool was also monitored before 

machining each block by measuring the tool wear with a 

Renishaw tool touch off setter. The authors used the Ren-

ishaw spindle probe to determine the ability to increase final 

process capability over initial process capability and in-

crease final process capability over the group of aluminum 

blocks processed in the CIM cell without the use of the 

probe.  

 

In order to measure and gather the six sets of data used in 

the study, the authors used a Mitutoyo caliper to measure 

the X and Y dimensions. The Mitutoyo caliper could meas-

ure to one hundredth of a millimeter and was used in con-

junction with MeasurLink Real Time Plus. MeasurLink 

Real Time Plus is a measuring computer software that was 

directly wired to a Mitutoyo caliper with a communication 

cable. The software allowed the Mitutoyo caliper to transfer 

measurements from the caliper to the computer with the 

push of a foot pedal. By using the MeasurLink software 

linked with the Mitutoyo caliper, user error by manually 

writing in the numbers was eliminated. 

  

The initial process capability was calculated by using the 

measurements gathered in regards to the X and Y dimen-

sions of the 100 aluminum blocks. Equation (1) was used to 

calculate the Cp for the aluminum blocks established by the 

manufacturer in both the X and Y dimensions. A Cpk was 

also calculated for the aluminum blocks supplied by the 

manufacturer using Equations (2)–(4) in both the X and Y 

dimensions [5]. 

 

Cp  = (USL – LSL)/ 6σ                         (1) 

 

Cpk  = (1 − K) ×  Cp                                (2) 

 

K  = 2 |µ − M| / (USL −LSL)               (3) 

 

M  = (USL + LSL)/2                            (4) 

 

where, 

K  = capability index 

M  = midpoint 

µ  = process mean 

σ  = standard deviation 

USL  = Upper Specification Limit 

LSL  = Lower Specification Limit 

 

The final process capability with the in-process measuring 

device and the final process capability without the in-

process measuring device were calculated using Equations 

(1)–(4). The only difference was how the process capability 

was measured in regards to the X and Y dimensions used to 

calculate the process capability. The final capability meas-

ure was based on how close the square pocket was milled 

into the center of the aluminum block in both the X and Y 

dimensions. The authors took X1-X2 and Y1-Y2 measure-

ments which were centered on the nominal value of 0 mm. 

The Cp and Cpk values were used to determine if the Ren-

ishaw spindle probe had a direct effect on process capability 

in the study when analyzed in regards to: initial process 

capability X, initial process capability Y, final process capa-

bility without in-process measuring device X, final process 

capability without in-process measuring device Y, final pro-

cess capability with in-process measuring device X, and 

final process capability with in-process measuring device Y. 

 

Findings 
 

After all of the data were collected using the MeasurLink 

software, the data were transferred to Microsoft Excel in 

order to determine the process capability for the various 

parameters measured in this study. Descriptive statistics 

were calculated for the six sets of 100 data points (initial 

process capability X, initial process capability Y, final pro-

cess capability without in-process measuring device X, final 

process capability without in-process measuring device Y, 

final process capability with in-process measuring device X, 

and final process capability with in-process measuring de-

vice Y). These descriptive statistics were then used to calcu-

late Cp and Cpk using the equations mentioned above (see 

Table 1). 

 

Table 1. Process Capability Data for Six Sets of Data 

After gathering the results from this study, the authors 

were able to come to a conclusion about the previously stat-

ed hypotheses. Based on the Cp and Cpk results, the authors 

were able to accept the first research hypothesis:  

 X - Cp 
X - Cpk Y-Cp 

Y - Cpk 

Initial Process 7.19 7.16 2.75 2.70 

Final Without Probe 0.62 0.56 1.48 0.96 

Final With Probe 3.94 3.52 3.84 3.01 
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H11: There was a difference between initial process capabil-

ity and final process capability without the use of the in-

process measuring device.  

 

The first research hypothesis was accepted based on the 

change that occurred in the process capability from the ini-

tial capability to the final capability without the use of the in

-process measuring device. When the in-process measuring 

device was not in use, the added variation introduced by the 

CIM cell caused the process capability of the work piece to 

decrease (see Table 1). The data collected also revealed that 

the authors could retain the second research hypothesis: 

 

H12: There was a difference between initial process capabil-

ity and final process capability with the use of the in-

process measuring device.  

 

The study showed that the Renishaw spindle probe was 

able to measure and account for variation that was intro-

duced by previous steps. This allowed the CNC Mini-Mill 

to machine the internal pocket in the center of the aluminum 

block at greater dimensional accuracy (see Table 1). 

 

When the authors analyzed the results based on the third 

set of hypotheses, it was more challenging to gather a con-

clusive result. The set of blocks processed with the Ren-

ishaw spindle probe in the X axis showed a decrease in pro-

cess capability, while the Y axis showed an increase in pro-

cess capability when compared to the initial process capa-

bility of the aluminum blocks. This result was linked to the 

extremely high initial process capability in the X axis (see 

Table 1). As stated in the methodology, only one of the X 

axis sides was machined during the initial machining pro-

cess to create the aluminum blanks. This translated into all 

of the blocks retaining one factory edge in the X axis result-

ing in less variation being introduced to the overall width in 

the X axis. Due to less variation present in the X axis, the 

initial process capability was substantially higher than the Y 

axis. The Renishaw spindle probe showed a difference for 

the process capability in both the X axis and the Y axis. The 

process capability for the Y axis improved, while the pro-

cess capability for the X axis decreased, so the authors were 

able to retain the third research hypothesis: 

 

H13: There was a difference between final process capabil-

ity with the in-process measuring device and final process 

capability without the in-process measuring device.  

 

The ability to improve the process capability over the 

initial variation established by the raw material was shown 

with the improvement in the final process capability in the 

Y axis. The results showed that there was a limit in the 

amount of variation that the Renishaw spindle probe was 

able to operate within. This was shown in the decrease of 

the final process capability in the X axis.  

 

Conclusion 

 

After the authors analyzed the data collected and studied 

the results in regard to the three sets of hypotheses, they 

were able to conclude that process capability decreased in 

the CIM cell, due to the compounding variation introduced 

by each piece of linked automation. They discovered that, in 

order to account for this compounding variation, a Ren-

ishaw spindle probe could act as an in-process measuring 

device. The in-process measuring device allowed the CNC 

machine to account for the previous variation introduced in 

the system and adjust accordingly. Individually adjusting 

the machining process for all of the aluminum blanks al-

lowed the final process capability to improve over the initial 

process capability. This showed that the process was able to 

create a part containing less variation than initially present 

in the raw material. 

 

In order to revalidate the information gathered from this 

study, it was important that the study be completed again 

while focusing on a few areas that could possibly cause un-

intended variation. Revalidating the data collected will help 

prove that the Renishaw spindle probe was able to improve 

the process capability within the CIM cell. 

 

The first area that could be adjusted in future studies is 

the way that tool wear was monitored. An issue occurred 

with tool breakage while machining the 100 aluminum 

blocks without the use of the Renishaw spindle probe. Tool 

breakage caused the amount of tool wear that each block 

experienced without the probe to vary. In order to eliminate 

the varying tool wear experienced during the machining 

process, the tool touch off setter could be used the same 

way it was used on the blocks processed with the Renishaw 

spindle probe. Before each block was machined, the tool 

could be measured with the tool touch off probe. This would 

eliminate the issue of varying tool wear between the sets of 

blocks processed with and without the probe, while still 

determining if the Renishaw spindle probe had the capabil-

ity to eliminate compound process variation. 

 

Another area of variation that could be more closely mon-

itored in future studies is the means used to measure the 

aluminum blocks. Instead of using an individual to measure 

all of the data with a digital caliper, a jig could be used to 

eliminate human variation that was introduced into the 

study. If the caliper was held incorrectly during a measure-

ment, the measurement was retaken by the operator, but 

there is still the potential to introduce an incorrect measure-

ment into the study. If a jig was used that would prevent the 
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operator from introducing human measuring error into the 

study, the data would increase in validity. 

 

Along with these issues, there was also a problem with 

the vise that prevented the robot from consistently loading 

the aluminum blocks into the cell. Over time, the vibrations 

present in the CNC milling machine prevented the jaws on 

the vise from opening to their full reach. This restriction on 

the opening of the jaws caused the robot to incorrectly load 

the aluminum blocks. When the blocks were incorrectly 

loaded, the CIM cell had to be shut down and restarted. 

Since the CIM cell had to be restarted each time the robot 

incorrectly loaded the part, this prevented the CIM cell from 

running the desired batch size without restarting the cell. 

Constantly restarting the cell could have introduced unex-

pected variation into the data that could be eliminated in 

future studies, now that the vise has been repaired. 

 

The last revision that could be made in future studies 

deals with the X side retaining one of the factor edges. The 

authors attributed the high initial process capability in the X 

axis to the fewer number of steps that were present when 

processing the aluminum blocks on the X axis. If both sides 

of the X axis were processed on the manual milling machine 

then the process capability would more closely resemble the 

initial process capability of the Y axis. In future studies, the 

same steps used to process the Y axis should be used to pro-

cess the X axis to ensure a more consistent initial process 

capability for the work piece. 
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Abstract  
 

Few professions are as process-oriented as engineering. In 

an effort to achieve optimum efficiency, engineering organi-

zations tend to create, and adhere to, strict processes. This 

can sometimes lead to a lack of consideration for the needs 

of the organization’s human resources. Process may also be 

adhered to in situations where the production of the organi-

zation fails to meet schedule or budget. How, then, should 

an organization’s leadership determine an appropriate bal-

ance of attention to product, attention to people and com-

mitment to following process? In this study, the author ex-

amined the literature of the field of leadership studies and 

proposed a metric for examining the balance between these 

three attributes. 

  

Introduction  
  

 Leaders face the constant challenge of trying to correctly 

align their organizational operations in an effort to produce 

success. This challenge is present regardless of whether the 

organization is technical, non-technical, industrial, academ-

ic, religious, recreational, for-profit, or not-for-profit in na-

ture [1]. It is necessary to look within to determine what 

aspects of an organization receive attention from its leaders 

as they endeavor to plot a path to success [2]. Pearson [3] 

expressed that there are three key aspects of an organization 

that leadership needs to look at: product, people, and pro-

cess. Researchers in the field of leadership studies have ex-

panded independently on these three critical aspects that 

must be considered by the leadership of any organization 

[4]. 

 

The three aspects just mentioned, attention to product, 

attention to people, and commitment to process, have been 

found to be relevant as to how they interact to affect organi-

zational behavior, performance, and quality [5]. The term 

“product” is generally used to refer to the outcome that the 

organization intends to create [6]. This product may be a 

physical component or system, but it may also be a service 

supplied or even a qualified graduate who has completed 

specific training. Attention to people encompasses the man-

agement of human resources within an organization [7]. 

They are the fundamental resource of an organization and 

are one important consideration that must be kept in mind if 

any type of business is to remain both successful and sus-

tainable. Finally, the third aspect, organizational process, 

refers to the progression of steps or actions that are taken, in 

a planned and organized fashion, to achieve the resulting 

product [8]. How leaders deal with these three factors can 

impact the success of an organization [9]. 

  

People and Product  
  

One aspect of an organization’s behavior includes how 

people are treated within an organization [7]. In the business 

world, this may include the company’s staff, while if the 

business is a club or religious organization, these people 

may be the members [10]. The manner in which both prod-

uct and people are treated by the organization is dictated, to 

a great extent, by the behavior of the organization’s leaders 

[11]. A quantitative study of 246 organizations by Weiss 

[12] examined how human resource management systems 

contribute to organizational success. He determined that 

proper human capital management derives from leaders who 

treat their people within the organization as being equal in 

importance to the financial resources, the capital equipment, 

and the product of the organization. This study indicated 

that today’s leaders are coming to recognize the critical role 

that employee stakeholders play in organizational success.  

 

Another study, by Winsborough et al. [7], conducted 

qualitative research that indicated that a leader must provide 

followers with a sense of security and respect, as well as 

communication of a meaningful vision for the organization. 

Failure to provide these by a leader shows either a lack of 

understanding of the needs of the organizational community 

or a lack of concern for meeting follower needs. Yet another 

study [13] examined the correlation between a leader’s so-

cial responsibility to people and the financial success of the 

organization by evaluating the social rating scores and mar-

ket capitalization scores for nearly 1000 firms. The results 

showed that the correlation found between the social rating 
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scores and financial success indicated a solid basis for busi-

ness leaders to make their decisions with attention paid to 

the effect on the people impacted by those decisions. One of 

the great challenges of leaders today includes understanding 

what people need from a leader and how to meet these 

needs, while simultaneously balancing the other needs of 

the organization [2]. Consideration of these needs and the 

effort to meet them by the leader indicates the level of atten-

tion he or she pays to the people in the organization, which 

research shows is one indicator of success. However, the 

entire basis for leadership action cannot be based solely on 

the needs of the people. Without a viable product, the or-

ganization will not long remain in operation. Thus, the or-

ganization’s relationship to its product must also be consid-

ered.  

 

A series of case studies [6] involving the business results 

of several global companies found that many are adjusting 

the way they think about their traditional product. Histori-

cally, businesses have viewed the commodity that they pro-

duce as being their sole source of income. Leaders would, 

therefore, manage their organizational results by creating 

demand for a new product that could be priced at a premium 

and then driving demand for the product upward, as the 

marketable price diminished with time. 

 

However, in today’s marketplace, companies are more 

inclined to seek new market spaces, perhaps focusing atten-

tion on ancillary products or services which support their 

existing customers, even to the extent of fostering situations 

where the customers need less of the primary product but 

keep corporate income up by purchasing the ancillaries. The 

key point in this study was that organizations that pay ade-

quate attention to their product ensure continued organiza-

tional growth and success. Research by Pulm and Clarkson 

[9] echoed the fact that business products are evolving and 

becoming more complex. Traditional approaches do not 

lend themselves to developing complex products. Their 

study indicated that the conceptualization, planning, sched-

uling, marketing, and control of the processes that produce 

the products cannot efficiently be left to develop on their 

own. They also showed how an organization uses its re-

sources, which includes its people, to develop its products. 

Thus, organizational leaders must always be balancing their 

attention to people and product. 

 

An examination of research regarding the attention paid 

to the people and product of an organization began with the 

Ohio State University Leadership Behavior Description 

Questionnaire (LBDQ) [14]. The LBDQ was developed 

during the post-World War II years when there was a con-

siderable amount of interest in leadership styles and meth-

ods, but no satisfactory theory or definition of the factors 

that constituted leadership. Subsequent studies by Blake and 

Mouton [15] extended this work and led to the creation of 

their Managerial Grid. The Grid was constructed in order to 

examine the balance of attention shown by leaders to an 

organization’s people and products. It has been used exten-

sively in a wide variety of manufacturing and service indus-

tries to evaluate leadership behaviors [16].  

 

The traditional Managerial Grid consists of two axes, one 

representing a leader’s attention to people and the other rep-

resenting attention to product, or organizational output, as 

shown in Figure 1. If a leader scored high in attention to 

both people and product, s(he) would be located in the up-

per right of the Grid with a score of something akin to a 

(10,10). A leader who paid little attention to either would be 

located on the lower left of the Grid, with a score close to 

(1,1). 

Figure 1. The Traditional Managerial Grid [14]—A Plot of 

Leadership Attention to People against Leadership Attention 

to Product  

 

Brolly [17] demonstrated that the use of the Managerial 

Grid in group settings helped participants evaluate their 

leadership shortcomings and influenced participants to 

change attitudes, which can bring about progress within an 

organization. Malouf [18] verified a similar effect, which 

resulted when leaders recognized their need to improve, as 

measured by the opinions of their subordinates and co-

workers during completion of a Grid exercise. This was 

done by taking the numerical scores from a number of par-

ticipants in Managerial Grid seminars and statistically ana-

lyzing them in order to arrive at a quantitative conclusion 

which was consistent with the researcher’s qualitative ob-

servations. The Managerial Grid has also been used by re-

searchers such as Malouf and Brolly to examine how the 

predictor variables of attention to people and attention to 

product relate to the outcome variable of success. Manageri-

al Grid instruments have existed for years and are still ac-
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tively discussed in modern writings on leadership and man-

agement, and studies of leadership traits [19], [20]. 

  

Organizational Process  
  

Another important aspect of how an organization is run 

revolves around its processes and how well those processes 

are adhered to. Engineering is a field that is strongly process 

driven [21]. Engineers tend to think and problem solve in a 

logical, analytical, consistent, and sequential fashion [22], 

[23], so there is a natural tendency for them to follow estab-

lished process steps. Thus, engineering organizations are 

among the most process driven. These processes may be 

created and followed with precision virtually to the exclu-

sion of consideration for other parameters. 

 

The Blake and Mouton Managerial Grid does not consid-

er organizational processes. Since engineering organizations 

are strongly process driven, the traditional Grid, therefore, 

misses one of the strongest drivers in an engineering organi-

zation. However, other researchers have examined how cre-

ation of an organizational process influences organizational 

success [24]. Schrikant and Grasman [25] and Tumbeaugh 

[26] examined case studies which implied that selecting the 

correct organizational processes, or re-engineering current 

processes to improve them for the organization’s situation, 

enhanced organizational success. 

 

Jovanic [27] conducted a study of over 200 companies, 

which pointed out the significance of implementing appro-

priate processes. This study emphasized the significance of 

process in bringing about a better product and, thus, in-

creased profits and improved position in the marketplace, 

both of which are common measures of organizational suc-

cess. A number of other studies indicated that design of a 

good process correlates positively to creation of a good 

product, which leads to a need for review of the literature of 

process studies. Crowston [28] indicated that creating a pro-

cess in an organization required the management of a num-

ber of interdependencies among tasks and resources. Shuen-

draq and Oswari [29] indicated that the approaches encom-

passed by the process may be strategic, operational, organi-

zational, or a combination thereof, and can govern a number 

of organizational aspects including financial, human re-

sources, operations, customer relations, marketing, and 

sales. Olson [30] examined the re-engineering of business 

processes to focus attention on organizational output, or 

product, and to address customer needs with results showing 

that positive modification of processes correlated with or-

ganizational success. Similarly, Rigby [24] conducted a 

study which recognized that when a process is improved, 

the product is enhanced. Cooper and Edgett [31] performed 

a study of 211 businesses with a focus on performance met-

rics to determine whether such processes indeed worked. 

Their research indicated that most firms use some form of 

process to direct changes within their organizations. Top-

performing businesses were identified and those practices 

that distinguished successful businesses from the lower per-

formers were examined. The conclusion was that develop-

ment of appropriate processes correlated positively to suc-

cessful innovation. 

 

Research by Dietz [32] recognized that organizational 

processes needed to be designed appropriately for their re-

sources, their application, and their objective, just as me-

chanical components must be designed with those same 

things in mind. Dietz realized that the active elements in an 

organization were its people, and they were its primary re-

source. Thus, the aspects associated with these human be-

ings and their needs had to be accounted for in the design of 

processes, just as the individual components in a working 

mechanical assembly had to be considered. Schrikant and 

Grasman [25] pointed out that every successful organization 

should understand its own resource needs in order to be 

successful. These needs include the manpower necessary to 

perform the organization’s tasks. In order to ensure appro-

priate resource staffing, the organization must understand its 

skill needs, project its resource quantity and allocation 

needs, and develop mechanisms for finding, hiring, and 

retaining the personnel that will allow the organization to 

meet those staffing needs. Thus, Schrikant and Grasman 

inferred that the organizational processes a company devel-

ops need to factor in the impact on the people of the organi-

zation in order to ensure that the right employees are found, 

hired, and integrated into the organization’s processes. 

 

In summary, few fields of endeavor are as process-

oriented and process-driven as engineering. Engineering 

organizations usually operate under rigid processes govern-

ing everything from their organizational interaction to the 

manner in which their conceptual ideas advance to prelimi-

nary designs and then to detail designs through analysis to 

manufacturing, testing, and release. Therefore, it makes 

sense to consider a means of examining an organization’s 

attention to product, attention to people, and commitment to 

process, simultaneously. 

  

Creating a Balance of the Three Ps  
  

The objectives of an organization may be many and var-

ied, depending on the type of organization and the reason 

for its existence. Regardless of organizational type, howev-

er, leaders must place some level of attention on product, 

attention to people, and commitment to following process. 

In engineering organizations, there can be a concern that too 

strong of an adherence to process may restrict needed atten-
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tion to the other parameters. Exactly how the three-way 

balance between the three parameters of people, product, 

and process can be achieved has not been a point of signifi-

cant research and discussion [33]. 

 

Turnbeaugh [26] researched the impact of processes in 

improving organizational culture. The most appropriate 

process for an organization was noted as one that elicited 

desired organizational culture changes which, in turn, pro-

moted the desired outcome. The study emphasized that ap-

propriate process strategy improved the business outcomes, 

or product, of the organization; but since cultural change 

involved the people of the organization, the three were in-

tertwined. Similarly, Pulm and Clarkson [9] made observa-

tions about the coherence between the product, the process, 

and the teams of people within an organization. These re-

search studies made it clear that the process that drives 

product development needs to be viewed as part of a social 

system involving the organization’s product and its teams of 

people. 

 

A recent review of the literature [4] found that a number 

of researchers implied the existence of an interrelationship 

between the attention an organization paid to its product and 

its people and its commitment to following process. Howev-

er, none of the articles addressed all three simultaneously; 

some, though, such as Pulm and Clarkson [9] and Roger et 

al. [33], pointed out the need for more research in this area. 

The Managerial Grid, as developed by Blake and Mouton 

[15] provides a way to measure and compare leadership and 

management styles, but only with regards to the attention 

that leaders pay to product and people. The Grid is still con-

sidered relevant in leadership circles [20]; however, several 

researchers including Gatfield [34], Martel [35], and even 

Blake and Mouton [36] themselves have postulated the ad-

dition of a third axis to the Grid to expand its usefulness. To 

date, none have ever considered process as the third varia-

ble. 

 

In today’s business environment, significant attention is 

paid to the creation of business process, especially in engi-

neering. Therefore, a new version of the Grid could be cre-

ated, in which the original two axes of attention to people 

and attention to product would be joined by a third axis rep-

resenting commitment to process. Perhaps this new instru-

ment should more appropriately be referred to as the Lead-

ership Cube.  

 

It might be argued that Blake and Mouton’s Managerial 

Grid could be assumed to capture process as a part of its 

product parameter, since engineering organizations do pro-

duce the process that they use to create the ultimate result 

that they create and market. However, the aspect of commit-

ment to following process would not be captured. In other 

words, how does leadership’s commitment to adhering to 

set processes intermesh with their attention to product and 

attention to people in order to result in organizational suc-

cess or lack of success? The question at issue is that once 

the process is created, is it adhered to, and how strongly, or 

with how much commitment? 

 

The Leadership Cube could be further used in studies in 

which success would be the dependent variable of organiza-

tional success. Success could be determined using financial 

measures; however, necessary data are often challenging to 

acquire [9], [37] and subjective measures such as perception 

of success by stakeholders is, therefore, suggested as the 

best measure [38]. Regardless of the metric used, the as-

sumption is that success of the organization would be a re-

sult of its balance of the three predictor variables: attention 

to people, attention to product, and commitment to process. 

A dependent variable representing an assessment of success 

would populate the volume of the Cube. Thought of as a 

mathematical function, organizational success (S) is a func-

tion of three independent parameters: leadership attention to 

product (P1), leadership attention to people (P2), and leader-

ship commitment to process (P3). Expressed functionally, S 

= f(P1, P2, P3). 

 

In this study, then, the author proposed the use of a three-

axis graph combined with a color gradient to display the 

data. If an organization’s success can be broken into catego-

ries of unsuccessful, neutrally successful, and highly suc-

cessful, then colors can be assigned to these categories rang-

ing from red, to yellow, to blue. If each data point on the 

three-dimensional grid of attention to people, attention to 

product, and commitment to process were plotted with its 

associated success-oriented color, then there would be an 

expectation that the uppermost quadrant of the Cube will 

tend to be blue, associated with higher success of an organi-

zation, while organizations with an imbalance between the 

three parameters or a lack of attention to all of them would 

be expected to have colors associated with lower perfor-

mance. Organizations with a less balanced approach would 

be expected to fall furthest from the 45o diagonal connecting 

the corners of the cube. Organizations paying little attention 

to any of the three attributes would be expected to lie near 

the diagonal but closer to the origin. The gradient of color 

seen in this three-dimensional Leadership Cube would per-

mit a determination of the relative balance of the three inde-

pendent parameters, or predictor variables, as they relate to 

the dependent parameter, or outcome variable, of organiza-

tional success. From this data analysis, it is possible to as-

sess the relationship between organizational success and the 

three independent variables of attention to product, attention 

to people, and commitment to process. 
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 Measurement  
  

In order to construct the Leadership Cube, there must be a 

means for measuring the three independent parameters 

(attention to product, attention to people, and commitment 

to process) and one dependent parameter (organizational 

success). The Blake and Mouton Managerial Grid was ini-

tially based on the Ohio State University Leadership Behav-

ior Description Questionnaire (LBDQ), which has been in 

use since the 1960s. More recently, instruments have been 

developed for use specifically in Managerial Grid studies, 

including the Styles of Leadership Survey [39] and the 

Leadership Appraisal Survey [40], both of which yield re-

sults examining the relationship between attention to prod-

uct and commitment to process. A more recent survey in-

strument was developed [4] to fill a gap in the area of lead-

ership studies research pertaining to commitment to follow-

ing process. Using a combination of these instruments, or 

similar metrics, quantitative rankings on a scale of 1 to 10 

can be obtained for the three independent parameters of 

attention to product, attention to people, and commitment to 

process. The remaining dependent variable is organizational 

success, which now needs to be discussed in more detail. 

 

Profit and shareholder value are often used as quantitative 

measures of business success, but Pulm and Clarkson [9] 

found that financial measures are not the best measure of 

success since company financial records or other competi-

tion-sensitive performance indicators may not prove readily 

accessible, and also because today’s society frequently con-

ceptualizes organizational success as perception-based ra-

ther than being based on economic or monetary-based data. 

Cummings and Worley [37] found that utilizing such finan-

cial-based measurements as success indicators can actually 

be problematic, due to their connection with the ever-

changing market and economic conditions allowing the eco-

nomic ebb and flow to potentially create favorable condi-

tions for some mismanaged organizations. Lowe and Galen 

[41] reached this same conclusion; they found that employ-

ee perceptions predicted leadership effectiveness better than 

financial indicators such as profit versus loss, or market 

share loss or gain. Cameron et al. [42] indicated that em-

ployee perceptions are a measure of morale and, ultimately, 

the organization’s productivity and sustainability. There-

fore, perception can predict organizational performance. 

They also indicated that organizational decline was predict-

ed by negative indicators such as resistance to change, low 

morale, and high turnover, the effects of which are also cap-

tured in the perception measurement. Thus, subjective 

measures of organizational success, such as the perception 

of success by members of the organization, may well be 

chosen as opposed to more objective measures of perfor-

mance in organizations [38]. Regardless of which measure 

of organizational success is used, the tools have just been 

described which would allow the Leadership Cube to be 

constructed. 

 

In an effort to show how this Leadership Cube would 

display the parameters just discussed, data to populate a trial 

Cube was synthesized from a previous research study [4]. 

The three independent, predictor variables related to prod-

uct, people, and process are plotted on the three axes of the 

Cube. The data points that populate the volume of the Cube 

are color-coded from red (low success) through orange, yel-

low, and green, to blue (high success). To clarify this, a 

perfect correlation of success to all three parameters would 

place red data points nearest the origin of the axes, and blue 

data points furthest from the origin, closest to the opposite 

corner, with a progression from red through orange, yellow, 

and green toward blue as you moved further from the origin 

of the axes. The fact that the plot of the data does not totally 

show this trend is due to data variability, since the correla-

tion is not perfect between the three parameters and success. 

However, the less successful organizations (red and orange) 

do tend toward the origin of the axes and the more success-

ful organizations (green and blue) do tend toward the oppo-

site corner, which is the expected result. The Cube plotting 

the same data is shown in Figures 2 and 3 from two differ-

ent viewing angles. If the Cube were merely plotted as 

Blake and Mouton did their Grid, but with a third axis add-

ed, then it becomes extremely difficult, if not impossible, to 

envision how the data points lie relative to each other and 

the axes. It is far easier to examine them in a three-

dimensional view which can be rotated to examine their 

relative position better; this was done in Figures 2 and 3, 

with Figure 2 showing the Cube’s applicability for simulta-

neously displaying organizational success against the inde-

pendent variables of attention to product, attention to peo-

ple, and commitment to process. 

Figure 2. The Proposed Leadership Cube Populated with Data 

from a Recent Research Study [4]  
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Figure 3. The Leadership Cube Data from Figure 2 Viewed 

from an Alternative Perspective  

  

Conclusion  
  

In today’s engineering organizations, leaders must deter-

mine how to balance the attention they give to the organiza-

tion’s people, its product, and their commitment to follow-

ing processes. Particularly in engineering, there can be a 

concern that processes may take the lead role, to the detri-

ment of the other parameters. Measurement tools already 

exist for examining the attention paid by leaders to each of 

these parameters independently. This current study showed 

evidence from research in the field of leadership studies that 

indicated the importance of examining these three parame-

ters simultaneously. In this study, the author developed a 

mechanism, referred to as the Leadership Cube, in which 

these three parameters, used as independent variables, could 

be displayed against the dependent variable of organization-

al success. This metric could then be used to evaluate indi-

vidual leaders or compare different organization leadership 

teams against each other, similar to how the Managerial 

Grid has been used for several decades. An application of 

this Leadership Cube was examined using data synthesized 

from a previous study. The results indicated the general 

applicability of the approach, as well as supporting the ex-

pected results that a good balance of leadership attention to 

product, attention to people, and commitment to process 

tends to result in success. 

 

The case was made in this paper that highly process-

oriented fields, such as engineering, could benefit from an 

assessment using the Leadership Cube in order to determine 

how strongly the success of the organization is tied to an 

equitable balance of attention to product, attention to peo-

ple, and commitment to process. It is currently undeter-

mined how strongly commitment to following process re-

lates to success in other fields, where adherence to process 

may not be as readily apparent. Religious organizations, 

social science fields, service organizations, and the arts are 

areas where this connection may not be as strong. However, 

this is speculative, not verified and, as such, would benefit 

from additional research and possible application of the 

Leadership Cube for further examination. 
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Abstract  
 

It is no surprise that aspiring engineering students are 

strongly encouraged to acquire mathematical knowledge as 

early in their academic education as possible. The engineer-

ing profession has always been linked to a solid foundation 

in math and sciences. In this paper, the author presents the 

findings of a pilot study conducted on the impact of the ear-

ly or late learning of math concepts on the engineer’s effec-

tiveness. This pilot study included the use of a questionnaire 

generated by interviewing a group of professional engineers 

about their experience in math in both high school and col-

lege. The initial results from the pilot study data also indi-

cate a correlation between taking advanced math in high 

school and the effectiveness of engineers’ problem solving 

abilities, as well as on their overall performance. The results 

of this study were used to modify the questionnaire, data 

collection, and analysis process during the final stage of this 

project. 

 

Introduction  
 

Engineers are expected to be problem solvers; algebra, 

geometry, and calculus contribute greatly in the develop-

ment of effective problem solving skills. Since engineering 

is not something that can be learned overnight, it seems 

logical that the typical prospective engineering student 

should take math classes as early as possible to avoid get-

ting bogged down and distracted with other life events. The 

importance of studying subjects such as calculus, algebra, 

and geometry as an essential part of a high school curricu-

lum for students pursuing an engineering college education 

has been a topic of research and discussion for many years 

[1].  

 

Calculus, algebra, and geometry are considered by some 

as tough subjects and, in some cases, are dreaded by high 

school students. Some researchers [2] thought that taking 

higher level math classes such as calculus should be delayed 

until students have started their undergraduate education. 

Others [3] concluded that the best advice for students to 

successfully survive the competitive environment of engi-

neering programs is to include algebra, geometry, and cal-

culus in their high school curricula. 

 

This current study concentrated on problem solving skills 

needed to achieve success in engineering education, as well 

as in professional development within engineering fields. 

Once it is understood how important the study of algebra, 

geometry, and calculus is for developing problem solving 

skills, instead of emphasizing the level of difficulty and the 

complexity, there should be a focus on identifying how 

these courses are of great assistance in improving critical 

thinking, meta-cognition, and problem solving abilities. It 

will be easy to see why it is crucial to encourage all those 

students who are planning to follow paths in engineering to 

include the three subjects in their high school education. 

This will no doubt lead to a better understanding and ac-

ceptance of their importance by students, both at the high 

school and undergraduate level. 

 

The main question that needs to be answered is whether 

or not taking algebra, geometry, and calculus in high school 

helps the engineer to formulate effective problem solving 

skills versus those who took math classes in college only. In 

order to investigate such questions, it was decided to con-

duct a pilot study in order to gather information needed to 

launch a major research survey. The purpose of this current 

study was to investigate the influence on engineers’ effec-

tiveness of taking algebra, geometry, and calculus in high 

school, compared with taking the same courses at the col-

lege level. At some point in the process of learning ad-

vanced mathematics, engineers gain proficiency of the con-

cepts. Engineers apply these concepts to their problem solv-

ing effectiveness in their daily work. This study compared 

and contrasted the engineers’ problem solving skill effec-

tiveness, based on when an engineer takes algebra, geome-

try, and calculus courses in their academic careers. 

 

Effective Engineers 
 

It is difficult to define engineering effectiveness, as very 

little research has been conducted in this area [4]. The major 

portion of the engineer’s job relates to problem solving. It 

is, therefore, imperative that engineering students be taught 

how to solve problems [2]. Regardless of the specific field 

into which engineers are hired, the essential task of engi-

neers is to solve problems. This could be in the area of con-
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struction, technology, communications, space, electronics, 

etc. An important aspect of engineers’ work is to find new 

and creative ways for problem resolution in the workplace.  

 

Producing effective engineers is the main goal of any 

engineering education program [4]. Most universities define 

such outcomes using ABET criteria. Maddocks et al. [5] 

defined these competencies as knowledge and understand-

ing, intellectual abilities, practical skills, general transfera-

ble skills, and qualities. Wells [6] added collaboration and 

product knowledge to the competencies of manufacturing 

engineers originally defined by the Society of Manufactur-

ing Engineers (SME). Male et al. [7] highlighted communi-

cation, self-management, team work, problem solving, deci-

sion making, and critical thinking as the major competen-

cies of effective engineers. Millar [8] suggested that actions 

rather than knowledge define effectiveness. Newport and 

Elms [4] defined measurement of effectiveness to be 

“getting the job done” and “achieving goals”. They then 

defined a list of 68 hypothetical qualities of effective engi-

neers. 

 

Mathematics Study for Engineers 

 

There are many factors that can contribute to a student 

becoming a good problem solver, and one of those is defi-

nitely the study of mathematical sciences such as algebra, 

geometry, and calculus. Mathematically competent students 

are quantitatively literate [9]. Such students are capable of 

making balanced decisions using quantitative data. They 

approach novel problems and situations with their flexible 

thinking and knowledge of a wide range of techniques [10]. 

Furthermore, Windsor [11] suggested that understanding 

algebraic processes is a vital element of mathematical think-

ing and reasoning. The National Research Council identi-

fied five strands of mathematical proficiency as: conceptual 

understanding, procedural fluency, strategic competency, 

adaptive learning, and productive disposition. Creating 

competency in these strands supports development of effec-

tive engineering qualities [12].  

 

In another study [3], the authors emphasized the im-

portance of math courses such as calculus for high school 

students. If students wish to major in engineering, the in-

volvement becomes virtually mandatory, as the authors also 

suggested that students taking advanced math in high school 

are more likely to graduate from four-year colleges [3]. 

Gorini [13] described how geometry is an essential tool for 

learning other subjects such as calculus, statistics, linear 

algebra, linear programming, and abstract algebra. Problems 

in the engineering workplace may be complex, with con-

flicting goals, involving various approaches to solutions, or 

information required from a variety of sources, and coopera-

tive teamwork, along with engineering or non-engineering 

constraints and standards of success [14]. 

 

Several researchers [14] have argued that engineers rarely 

use specific knowledge and skills learned in school through-

out the development of their careers and professional lives. 

These arguments are countered by many other researchers. 

Jonassen et al. [2] suggested that many of the reasoning and 

thinking processes that students develop in their early aca-

demic programs are not attributed to the inclusion of inten-

sive mathematical instruction. Dudley [14] suggested that 

such early academic programs, along with real-life experi-

ences, bring improvement to cognitive processes such as 

abstract thinking and problem solving. He also argued that 

people disregard the contribution of mathematics in such 

achievements [14].  

 

Research Question 

 

The literature review indicates the importance of algebra, 

geometry, and calculus on developing engineers. It is estab-

lished that the percentage of engineers who actually use 

these courses on the job or in their daily professional lives is 

very low. On the other hand, it is also indicated that such 

courses have the ability to increase the cognitive learning 

process, which is vital for the improvement of problem 

solving capabilities.  

 

The major question is when these math courses need to be 

taught to potential young engineers. Potential engineering 

students usually take these mathematics courses at high 

schools or in colleges/universities. Without going into the 

difference between a college algebra course and the same 

course taught at the high school level, the important ques-

tion is whether or not there is a difference in the effective-

ness of engineers when they took algebra, geometry, and 

calculus courses in high school rather than in college. 

 

RQ1: Engineers completing geometry, algebra, and calcu-

lus courses at high school levels have a better understanding 

of 300- and 400-level engineering courses than the ones 

who completed these courses at college or university levels.  

 

RQ2: Engineers completing geometry, algebra, and calcu-

lus courses at high school levels are better engineers than 

ones who completed these courses at college or university 

levels.  

 

Research Methodology 

 

To evaluate these research questions, a qualitative study 

followed by a quantitative study was conducted. For the 
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quantitative research, a structured interview was conducted 

to inquire about three areas of interest (geometry, calculus, 

and algebra in high school) and their application to college 

level classes and real engineering problems. The purpose of 

the research interview was to explore the points of view of 

senior engineers and their beliefs on how early math classes 

play a role in developing characteristics needed for success, 

how it is defined, and especially their opinions about the 

research question in general. The results from the interviews 

of six senior automotive industry engineers with ten or more 

years of experience in the field were used to develop a sur-

vey questionnaire. In this paper, the author outlines the re-

sults of the pilot study of the quantitative study to authenti-

cate the survey questions and line up for a future detailed 

study on the topic.  

 

Population and Sampling Plan 

 

A pilot study was conducted by selecting engineers from 

relatively large organizations in order to gauge the viability 

of the questionnaire. Participants’ organizations were select-

ed from the engineering alumni association database. Four 

major companies, including two OEM and two tier-one sup-

pliers from the automotive industry, were selected. Partici-

pants were asked to evaluate the formatting, instructions, 

and distribution of responses given to each item. They were 

also asked about the amount of time since they took math 

courses, their performance, and their effectiveness as engi-

neers. The study further looked at whether or not there was 

some type of relationship between their grades in the 300- 

and 400-level engineering courses and the time when they 

completed their math classes: high school or college. Partic-

ipants were also asked to provide overall comments about 

the survey questions. 

 

In order to qualify to participate in this study, the engi-

neers needed to fit certain criteria outlined by Neport and 

Elms [8]. The potential candidates should have at least five 

years’ worth of work experience, work for a commercial 

engineering company employing at least twenty employees, 

and be willing to participate in the study. This was im-

portant in order to ensure that the results would be reliable. 

Engineers with less experience might still have been learn-

ing the profession, and those working for smaller companies 

might have been affected by situational and environmental 

factors. This also created the advantage of surveying a larg-

er number of engineers in a shorter amount of time by con-

centrating on larger companies [4].  

 

Data Collection Procedures 
 

This survey was distributed through EMU’s website via 

LimeSurvey, a free PHP application based on MySQL and 

which is distributed under GNU General Public Licenses. 

LimeSurvey is a web-based tool, thus it is user-friendly to 

develop and publish the survey. It also facilitates the collec-

tion and export of data it into commercially available statis-

tics software. The study consisted of a dependent variable, 

an independent variable, and three demographic variables. 

Sixty nine surveys were received out of which four were 

incomplete.  

 

Independent Variable 

 

The mathematics skill set and the time when it was 

learned was incorporated into a MATH score. MATH is a 

self-report inventory that focused on three aspects includ-

ing: a) time when the first course in algebra, geometry, or 

calculus was taken, and b) time when the second course in 

algebra, geometry, or calculus was taken. It was a 40-item 

instrument, of which 10 were related to time since courses 

were taken, and of which 10 were comprised of a Likert-

type scale measuring the fondness or affinity for mathemat-

ics courses. Remaining items were measures of possible 

moderating variables related to teachers and grades. 

 

Dependent Variables 
 

Two separate dependent variables were tested in this 

study. One related to Engineer Effectiveness (EE) and other 

on Engineering Success (ES). Engineering Effectiveness 

was the self-reported inventory of 25 engineers’ quality 

items. A Likert-type scale was used to assess the degree to 

which the participants thought of themselves as effective 

engineers. Finally, Engineering Success was defined by a 

self-report inventory of five items about the engineers’ pro-

gress in the 300- and 400-level engineering courses. All 

items were Likert-type scale measurements. 

 

Data Analysis 
 

This study involved four different types of analysis. First, 

descriptive statistics were used on demographic data and 

grades/scores. Out of 65 participants, 32% were female and 

68% male. Of the respondents, 89% were in the 30-40 year-

old age group and 90% had a graduate degree in either engi-

neering or business. Also, 78% of respondents had between 

7 and 15 years’ worth of engineering experience. Sixty-four 

percent of the respondents took five or more math classes in 

high school. Out of this group, males (71%) took math clas-

ses earlier than females (29%).  

 

Table 1 illustrates grade scores of two sets of participants, 

one completing more math classes in high school and the 

other more in college. A z-test of means indicated that there 
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was not enough evidence to reject the null hypothesis and 

concluded that the two means were the same, thus indicat-

ing that grades in math courses are not dependent upon 

when they were taken. 

 

Table 1. Grades in Math Courses 

Table 2 represents ES statistics. Analyzing ES using z-test 

of means indicated that there was enough evidence to reject 

the null hypothesis and conclude that the two means were 

different, thus concluding that performance (grades) in 300- 

and 400-level engineering courses are dependent upon when 

math classes were taken (high school or college). 

 

Table 2. Grades in 300- and 400-level Engineering Courses 

Table 3 illustrates the correlation results. The Pearson 

correlation coefficient was used to find the relationship be-

tween MATH and EE, and the relationship between MATH 

and ES. All hypotheses were tested at the 0.05 level of sig-

nificance. The results indicated that there was a strong cor-

relation between EE (Engineer Effectiveness) and MATH 

(when math classes were taken during their engineering 

education). 

 

Table 3. Correlations Results MATH: EE and ES  

Similarly, a significant correlation also was found to exist 

between MATH and ES (engineering success gauged by 

performance in 300- and 400-level engineering courses) at 

0.05. It is interesting to note that the Pearson correlation in 

this case was only 0.297, indicating a weak relationship. 

Such a weak relationship indicated five possible outcomes: 

1) a direct cause-and-effect relationship between variables; 

2) a reverse cause-and-effect relation between variables; 3) 

a relationship between variables caused by a third variable; 

4) there may be a complexity of interrelationships among 

the variables; and, 5) the relationship may be coincidental. 

As ES was defined by number of higher level engineering 

courses, their grades and effects of early math courses on 

these grades, these measures were directly related with the 

performance in these courses; thus, all of the above out-

comes can be rejected except the direct cause-and-effect 

relationship between MATH and ES. 

 

Conclusion 

 

This pilot study was conducted for viability of a research 

instrument. The results of this pilot study yielded some in-

teresting outcomes. Grades of engineers in math courses 

were not dependent upon when they were taken, either high 

school or college. But grades in 300- and 400-level engi-

neering courses were dependent upon time when math clas-

ses were taken. Initial data indicated that there was a signifi-

cant relationship between engineers’ effectiveness (EE) and 

engineers who took more math courses in high school. The 

same group of engineers also correlated significantly with 

engineers’ performance (ES) in 300- and 400-level engi-

neering courses. However, there were differences in re-

sponses for ES and EE when compared with the MATH 

scores. One had a very high correlation (EE) and the other 

(ES) had a low correlation, indicating that responses to suc-

cess criteria questions were significantly overstated.  

 

Using the participants’ comments, it was concluded that 

there were too many questions related to engineering effec-

tiveness. Questions related to communication capabilities of 

engineers were identified as ones that could be omitted. 

There was a difference of opinion with respect to the total 

number of math courses completed during engineering pro-

grams. It was indicated that certain Carnegie Research One 

institutions require more math courses than others. Partici-

pants also commented on certain self-evaluation questions 

(used for ES). A few thought that participants might not rate 

themselves accurately on certain measures related to self-

evaluation as engineers, especially about their grades. This 

was also indicated from this current analysis. Such respons-

es have high means and low standard deviations. It was, 

therefore, decided that in the final research study that quali-

ty/success measures for engineers (for ES, including evalua-

Course Taken in Mean Median Sd Dev 

High School 36.19 37.00 2.42 

College/University 35.3 36.00 3.03 

Ho: µ1 = µ2 

P(Z<=z) two-tail = 0.3 

Course Taken in Mean Median Var 

High School 3.4 3.5 0.101 

College/University 3.6 3.5 0.124 

Ho: µ1 = µ2 

P(Z<=z) two-tail = 0.023 

  ES EE MATH 

ES 

Pearson Correlation 1 0.358 0.297 

Sig. (2-tailed)   0.003 0.016 

N 65 65 65 

EE 

Pearson Correlation 0.358 1 0.812 

Sig. (2-tailed) 0.003   0.000 

N 65 65 65 

MATH 

Pearson Correlation 0.297 0.812 1 

Sig. (2-tailed) 0.016 0.000   

N 65 65 65 
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tion) should be through other indicators. Further investiga-

tion will be made in these regards in the final study by mod-

ifying survey questions, and changes will be made in the 

final instructions and guidelines for the survey. This current 

study helped in modifying the research instrument and data-

collection process, so that during the final research study, 

data collection and analysis can reliably validate the results.  
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Abstract 

 

The incorporation of technology promoting workforce 

globalization and mobility is important for 21st
–century 

learners’ academic programs. Technology Education degree 

programs are an avenue to learn more about technological 

processes and how to implement those processes into both 

the educational and workplace arenas. Since technology 

allows unlimited global access, students of such programs 

gain applicable knowledge to solve real-world problems; 

thus, being prepared for occupational and geographical mo-

bility. In making the global comparison, the Technology 

Education students at Jackson State University in the U.S. 

and the University of Kwa-Zulu Natal in South Africa par-

ticipated in a research study to evaluate their attitudes and 

career aspirations of Technology Education degree pro-

grams’ preparation for a global workforce. The results of 

this pilot study identified student attitudes toward Technolo-

gy Education programs. Results also identified how the pro-

grams have modified students’ attitudes towards technology 

and how the programs prepared them for their desired ca-

reers. 

 

Introduction 

 

Technology continues to direct our society through con-

stant change. Advances in technology impact daily lives, 

work, and educational arenas by granting access to vital 

resources. As technology is deemed as a societal necessity, 

entities must be in place to educate people on various tech-

nological applications. Technology Education promotes 

student education of technology applications into the aca-

demic and the workforce arenas. According to the Technol-

ogy Education Labs [1], Technology Education is a unified, 

experience-based instructional program designed to enrich 

student knowledge of and competencies with technology. 

This includes technology’s evolution, systems, various tech-

nologies, application, and societal and cultural importance. 

Technology permits global interaction that connects all na-

tions. Academic programs are promoting more globalized 

approaches to enhance students’ technological proficiencies; 

thus, enabling students to have more opportunity for geo-

graphical and occupational mobility.  

Literature Review 

 

Since technology assists in the world-wide connection, a 

globalized approach should be taken with education and 

work. Globalization gains great attention as educational and 

workforce competition intensifies. Al-Rodhan and Stoud-

mann [2] affirmed that globalization is the progression of 

international incorporation occurring from the transaction 

of world outlooks, merchandises, concepts, and other cultur-

al facets. Essentially, globalization promotes practices that 

escalate world-wide collaborations of coast-to-coast and 

social resources. With this being the direction that our world 

has embraced, educational systems must have rigorous aca-

demic programs in place to promote globalization in educa-

tion. Misra and Bajpai [3] further asserted that the charac-

teristics of globalization dynamics have ended traditional 

boundaries among nations, regions, and ethnic divisions. 

The entire world has rapidly become a global community, 

and trends in the 1980s and 1990s influenced educational 

policies all over the World. 

 

According to Misra and Bajpai [3], education is the fun-

damental means of promoting the skills of globalization. 

There should be a sufficient supply of ambitious teachers 

promoting global diversity and workforce preparation. 

Therefore, a solid program of professional education for 

teachers on every academic level is essential for educational 

enhancement. As stated by Wildavsky [4], the U.S. should 

use higher education as a mechanism to promote more op-

portunities through globalization. Neither a steady attrition 

in the U.S. of students nor the occurrence of aspiring new 

foreign competitors suggests that American universities are 

on a predictable and steady decline. Wildavsky further as-

serted that national competition, improvement of human 

capital, and economics benefit through better education. By 

eliminating local barriers, recruiting quality students, pro-

moting international student exchange, nurturing national 

and international research collaboration, and enhancing re-

search universities in Science, Technology, Engineering, 

and Mathematics (STEM), the U.S. will continue to flourish 

in its academic merit and extend its overall global success. 

With globalization being at the societal vanguard, it sup-

ports both occupational and geographical mobility.  
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One way America embraces mobility is through compa-

nies that send employees abroad to work [5]. Caligiuri et al. 

[5] stated that companies are able to employ people from 

other countries to work within respective internal organiza-

tions. In other instances, jobs, rather than people, are sent to 

other international locations through the use of off-shoring 

(i.e., relocating employees and certain business functions to 

foreign countries) by organization. This is a component of 

occupational mobility that allows people to work collabora-

tively to globally share knowledge and expertise.  

 

Occupational mobility permits an employee to change 

careers and/or rank in the same occupational arena. In this 

case of mobility, one has the opportunity for different career 

transitions such as change of position within the same or-

ganization, change of job classification within the same 

organization, and change of organizations. Occupational 

mobility may be employees’ top choice as they seek em-

ployment improvement and stability. Others may pursue 

new positions that will render upward mobility. In lieu of 

employers, promotion conditional acceptance must be con-

sidered in order to change the workplace. This type of mo-

bility is encouraged during relocation or restructuring of the 

organization (e.g., merger, consolidation activities, etc.) [6]. 

While occupational mobility supports career advancement, 

geographic mobility provides economic opportunities and 

social advancement.  

 

According to the U.S. Census Bureau, geographical mo-

bility denotes people’s movement within the U.S. from one 

location to another. Movers are categorized by their reasons 

for moving and their individual preferences. These moves 

can consist of international migrations, or they can simply 

focus on commuting arrangements [7]. Geographic mobility 

greatly influences many sociological factors in 

a community, and it is an existing academic research topic 

that differs between regions depending on official policies 

and conventional social norms. Population mobility results 

from local economic growth with demanding regional ser-

vice, and is influenced by governmental administrative 

changes [8]. Specialized workforces in industrializing coun-

tries have ignited innovative interests among workers to 

pursue different career prospects.  

  

Media has served as a mechanism to exhibit the western 

world and diversified lifestyles. Western media romanti-

cizes youthful and independent images of men and women, 

who lead robust, distinctive, empowered lifestyles. Globali-

zation may pose a threat to former absolute social norms 

and redirect cultural value away from previous traditions. 

The focus may lead to both distinctiveness and market-

friendly concepts. This, united with a transfer and speciali-

zation of work, has in many ways made variability more 

than standard [9]. This is a result of geographic dispersion. 

Caliguri et al. [5] contended that geographic dispersion oc-

curs when organizations operate across borders and coordi-

nate operations across borders in order to be successful. The 

authors further asserted that geographic dispersion contrib-

utes to making operations more complex in the international 

arena, which encourages multiculturalism and where tech-

nology is the instrument that connects the cultures and over-

all nations. Technology Education serves as a key compo-

nent for preparing for such transactions and transitions. 

 

Technology Education in the U.S.  
 

Technology Education in the U.S. evolved from Voca-

tional (now Career and Technical) Education. The Interna-

tional Technology Education Association (now the Interna-

tional Technology and Engineering Education Association) 

[10] in 2000 stated that Technology Education is a study 

covering human capabilities to revolutionize the physical 

world in order to fulfill necessities by maneuvering materi-

als and devices with procedures. Formerly known as Indus-

trial Arts, Technology Education is viewed as a service area 

of Career and Technical Education. Technology Education 

expanded its objective from primarily vocational training to 

general and academic education designed from K-12 and 

post-secondary education [11]. It also focuses on the study 

of technology as a means of developing technological litera-

cy.  

 

Scott and Sarkees [11] further asserted that Technology 

Education students have numerous concentration areas such 

as energy, manufacturing and material processing, infor-

mation processing, and medical technology. They study new 

technologies like genetic engineering and emerging technol-

ogies such as fusion power, which may provide solutions to 

some of the world’s energy supply problems. Students learn 

that technology can provide tools to solve problems but it 

can also generate new problems like toxic waste, which is a 

by-product of chemicals used in manufacturing processes. 

To summarize, Technology Education was designed to help 

students better understand the meaning of technology, the 

creation of technology, and its societal impact. With this 

philosophy, Technology Education programs should be de-

signed from key component serving as the programs’ foun-

dations. 

 

According to ITEEA [10], Technology Education is prob-

lem-based learning utilizing technology, mathematics, and 

science principles. ITEEA further provided a list of what 

Technology Education concepts involve: 

• Designing, developing, and utilizing technological 

systems; 

• Open-ended, problem-based design activities; 
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• Cognitive, manipulative, and effective learning strat-

egies; 

• Applying technological knowledge and processes to 

real world experiences using up-to-date resources; 

and, 

• Working individually as well as in a team to solve 

problems. 

 

However, Scott and Sarkees [11] affirmed that colleges 

and universities are working with state departments of edu-

cation and local school administrators to provide pre-service 

and in-service training essential in preparing or upgrading 

teachers. Teachers will enhance proficiencies needed to 

create a curriculum based on the ITEEA Standards for 

Technology Literacy improving technology literacy for all 

students. Although the ITEEA standards are effective for 

the academic development of U.S. students and teachers, the 

evaluation of international Technology Education programs 

is vital in encouraging global collaborations and workforce 

development [10], [11]. The following research identifies 

the progression of Technology Education programs in South 

Africa. 

 

Technology Education in South Africa  
 

In 1994, the democratic government of South Africa had 

a priority to fundamentally reconstruct their education sys-

tem. This priority was at least partly based on the govern-

ment’s commitment to a unified and integrated system of 

Education and Training [12]. As argued by Christie [13], the 

integration of education and training seeks to promote 

skilled, versatile workers with problem-solving abilities and 

a range of competencies, who will cope with new technolo-

gies and work patterns. This radical educational reform was 

important because it signaled a desire to move away from 

the educational assumptions of the past through which class 

and racial divisions and prejudices were reflected in the 

school /training curriculum. The subsequent reforms in the 

South African educational system included the replacement 

of apartheid education policies by Curriculum 2005 (C2005) 

in 1996; the review and the replacement of C2005 by the 

Revised National Curriculum Statement (RNCS) in 2000; 

and the replacement of the RNCS by the Curriculum and 

Assessment Policy Statement (CAPS) in 2011. These re-

forms have, however, taken on somewhat contradictory 

trajectories, as is especially reflected in the shift from 

C2005 to the RNCS and CAPS, which had important conse-

quences for the goal of an integrated system of education 

and training.  

 

The introduction of Technology Education as a learning 

area in the South African General Education and Training 

(GET) curriculum in 1996 was the result of an extensive 

development process, which started with the proposal and 

recommendations made by the Education Renewal Strategy 

(ERS) and the Walters Report.  The discussion document, A 

Curriculum Model for Education in South Africa (CUMSA) 

[14], released by the Department of National Education 

(DNE) in 1991, proposed that Technology Education be 

offered for the first nine years of pre-tertiary education 

(GET phase) as a compulsory subject, and for the last three 

years (FET phase) as an optional subject, on the basis that 

Technology Education would provide education appropriate 

to the needs of learners and promote a positive societal 

inpact leading to economic empowerment (Ankiewicz, 

1993) [15].  The CUMSA document defined technology 

along the lines of the sentiments captured in the rationale 

for the introduction of technology into the GET phase, stat-

ing that technology involves humankind’s purposeful under-

standing and inventive use of knowledge and skills with 

regard to products and procedures geared towards better 

environmental control [14]. The proposed Curriculum Mod-

el for South Africa viewed the introduction of technology as 

a mechanism through which the curriculum would be made 

more relevant and supportive of a growing industrial socie-

ty. It is important to consider that after 1991 there were two 

initiatives working in parallel to research and make recom-

mendations for the development of a future curriculum. 

 

On the one hand, there was the Walters Report, the relat-

ed CUMSA proposal, and the working groups that grew out 

of them, driven by the previous government. In this perspec-

tive, technology was, at first, proposed as a pre-vocational 

subject. The working group for technology that emanated 

from this initiative, however, soon came to recognize that 

other countries saw technology contributing to the general 

education of all children—without any specific vocational 

label. Their view of technology, therefore, became more 

closely aligned to the post-1994 positions of Young and 

Kraak [12] and Christie [13] mentioned above. 

 

After 1994, a national task team called Technology 2005 

(T2005) was appointed. It is within the context of the two 

aforementioned initiatives that the Technology 2005 project 

should be understood. By the end of 1994, representatives 

from a number of stakeholder groups (Universities/

Technikons; NGO’s; Education Departments; the HSRC; 

the ANC working group on Science and Technology, etc.) 

had been working for about a year under the Chairmanship 

of Barend Wessels of the Free State Education Department 

to develop a common proposal in terms of which a new 

subject, technology, might be defined. In December, 1994, 

this group approached the Committee of Heads of Educa-

tion Departments (HEDCOM) to appoint a four-member 

National Task Team to drive this process, with the specific 

goal of working with provincial teams to develop a pro-
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posed technology curriculum for South African (Grade 1 to 

9) classes. 

 

After the new curriculum (Curriculum 2005) was intro-

duced in 1996, the aim of the Technology 2005 task team 

was changed to include the following: 

• Develop and pilot teach learning materials in three 

provinces. (This pilot was evaluated by the National 

Research Foundation in 1998); 

• Train provincial support staff and support the imple-

mentation of technology as part of Curriculum 2005; 

• Develop PRESET and INSET teacher education pro-

grams; and, 

• Retrain lecturers from 41 Colleges of Education. 

 

This work was undertaken between 1996 and March, 

2000. In 1999, the provincial pilots coordinated by Technol-

ogy 2005 in three provinces (KwaZulu-Natal, Gauteng, and 

Western Cape) were evaluated by the Foundation for Re-

search Development (FRD)–now the National Research 

Foundation (NRF) [15]. The following comment is illustra-

tive: 

 

Teachers’ enthusiasm for and dedication to tech-

nology is one of the most consistent and impres-

sive findings from this evaluation. The positive 

attitude of teachers was fed, in part, by the enthusi-

asm of their learners. Most teachers indicated that 

they would like to continue Technology. More than 

that, many seemed pleased to be able to break out 

of the old modes of teaching and reconceptualise 

their notions of what it means to be a teacher/

facilitator. Technology was an introduction to OBE

-style teaching for most teachers, who found this 

approach to be a positive experience, and one that 

often gained the attention and recognition of their 

peers. Most teachers thus commented that they had 

benefited both professionally and personally from 

their participation in the project. (pp.157-158) 

 

The T2005 National Task Team concluded its work in 

March, 2000, after which the provinces implemented the 

new curriculum (and the technology discipline) without any 

further national support or collaboration. In the five years 

that elapsed between the publication of the CUMSA docu-

ment and the 1996 National Curriculum, the CUMSA ra-

tionale for including technology was challenged and debat-

ed. International initiatives in curriculum change during that 

period, and a growing belief that the study of technology 

should be valued for its intrinsic educational rather than its 

vocational importance, resulted in important changes to the 

CUMSA model. The model of Technology Education, 

which emerged in the 1996 National Curriculum, conse-

quently placed less emphasis on the vocational merits of the 

Learning Area, although it recognized its potential to pro-

vide learners with maximum flexibility and adaptability in 

their future employment and other aspects of life. The tech-

nology discipline defined in the 1996 National Curriculum 

was aimed at ensuring that learners met most, if not all, of 

the Critical Outcomes that defined national priorities for 

Education and Training [16].  

 

It is this potential of Technology Education to act as 

leverage for human resource development that led to 

the controversial decision to retain Technology in the 

curriculum when the Chisholm Commission, appoint-

ed by Minister Kader Asmal in February 2000 to 

review C2005, had recommended that it be scrapped. 

The Chisholm commission made recommendations 

which advocated that C2005 be replaced by the Na-

tional Curriculum Statement (NCS), while retaining 

strong support for the principles of outcomes-based 

education. (p.18) 

 

The National Curriculum Statement, which came into 

effect in 2002, replaced and strengthened C2005 by restruc-

turing its design features, simplifying its language, aligning 

the curriculum and assessment, and improving provisions 

for teacher orientation and preparation, learner support ma-

terials and provincial funding [17].  

 

As a result of problems in implementation, the NCS, like 

C2005, was reviewed and replaced by a single comprehen-

sive Curriculum and Assessment Policy (CAPS) document, 

which came into effect in January, 2012. It is debatable as to 

whether the CAPS improved the technology curriculum. 

There is a lot of evidence that the Senior Phase CAPS Tech-

nology program attempts to cover too much ground in a 

very limited time, something that is likely to lead the next 

set of reviewers to again conclude that technology is too 

difficult to implement. It also signals a total departure from 

the C2005 assumption that teachers should be active partici-

pants in curriculum development. This means that the weak-

est teachers will find support in the curriculum, but the most 

innovative will be frustrated and restricted in their attempts 

to teach. 

 

The change from C2005 to NCS and now to CAPS clear-

ly indicates the government’s willingness to address what 

has been perceived as a crisis in the implementation of the 

curriculum. According to CAPS, the content of Natural Sci-

ences and some aspects of technology have been integrated 

into the Intermediate Phase to ensure a smooth transition 

between these subjects and to allow learners and teachers to 

experience the interconnectedness of the Natural Sciences 

and technology [18]. The last two reviews of the curriculum 
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have signaled a steady return to the models and values of 

the pre-democracy curriculum. The early commitment to an 

integrated education and training system is no longer evi-

dent. The strictly prescribed form of the CAPS curriculum 

is less open to teacher mediation and interpretation than 

even pre-democracy syllabi—and, in the FET curriculum, 

the technology subjects were slowly taking the form of the 

pre-1994 technical subjects—Technica Civil, Technica Me-

chanical, and Technica Electrical. This has some similarities 

to Technology Education in the U.S. 

 

Problem Statement 
 

There appears to be a lack of comparison between Tech-

nology Education programs in the U.S. and Technology 

Education programs in other countries. Nevertheless, it is 

essential that student perceptions of Technology Education 

programs be taken into consideration in order to further 

enhance academic programs and workforce preparation. 

 

Purpose of the Study 

 

The purpose of this pilot study was to evaluate 1) student 

attitudes toward Technology Education programs in the U.S 

and South Africa, and 2) how Technology Education stu-

dents in the U.S.—enrolled in the Jackson State University 

Technology Education Master’s Degree program—and 

Technology Education students in South Africa—enrolled 

in the University of Kwa-Zulu Natal’s Honors and 2nd
- and 

3rd
-year Technology Education Bachelor’s Degree pro-

gram—believed that their programs were preparing them for 

a global workforce. The goal of the research project was to 

determine if academic level (graduate or undergraduate) and 

method of instruction (i.e., traditional, hybrid, or online) 

influences student attitudes and career aspirations. 

 

The following research questions guided this study: 

1. What are students’ academic experiences (i.e., cours-

es taken, instructional platforms, and use of techno-

logical course material)? 

2. What are Technology Education students’ attitudes 

about the subject, and have courses helped influence 

the understanding of Technology Education and tech-

nology? 

3. What are the students’ career aspirations, and is 

Technology Education aiding in their preparation? 

 

Description of the Subject Population 

 

The graduate students were enrolled in the Technical Ed-

ucation (TE 511) elective course in the Technology Educa-

tion Master’s Degree program at Jackson State University 

(JSU) in the U.S. There were a total of 14 students in this 

course. The undergraduate students were enrolled in the 

Independent Research Course Module (EDTE732) in the 

Honour’s Technology Education undergraduate program at 

the University of Kwa-Zulu Natal—Durban, South Africa. 

There were a total of 10 students in this course. This Tech-

nology Education program is in the School of Education 

under the College of Humanities. There were a grand total 

of 24 students who were to complete the survey. 

 

Methodology 

 

Descriptive research was used to investigate data from 24 

graduate and undergraduate students enrolled in one Tech-

nology Education course at JSU and UKZN. The Technolo-

gy Education professors of TE 511 and EDTE732 collabo-

rated to develop a 10-question survey. The survey targeted 

four areas: 1) demographic information (i.e., age, nationali-

ty, and academic level); 2) students’ attitudes about Tech-

nology Education and technology; 3) career aspirations; 

and, 4) experiences (i.e., courses taken, instructional plat-

form, and use of technological course material. These areas 

directed the research questions.  

 

The survey was posted online with the link being sent via 

email to students with a request to complete it. There were 

several follow-up reminders sent to students at the end of 

the semester requesting that they complete the survey. Since 

this was a pilot study, there was a response rate of 46% 

(N=11). 

 

Results  
 

Demographic Results 
 

All 11 respondents completed the demographic infor-

mation revealing age, nationality, and academic level (see 

Tables 1-3). 

 

Table 1. Age 

Research question #1 sought to investigate the students’ 

academic experiences (i.e., courses taken, instructional plat-

forms, and use of technological course material). Responses 

Age Number (N) Percentage (%) 

18-21 0 0% 

22-27 3 27% 

28-32 3 27% 

Over 33 5 46% 
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were collected to identify the number of courses students 

had taken in their respective Technology Education pro-

grams as of spring, 2013. It was revealed that the 11 re-

spondents had varying exposure to the numbers of courses 

they had taken. Sixty-four percent (N=7) of the respondents 

had limited exposure, having taken no more than two Tech-

nology Education courses. Thirty-six percent (N=4) of the 

respondents had four or more Technology Education cours-

es (see Table 4). 

 

Table 2. Nationality 

Table 3. Academic Level 

Table 4. Technology Education Courses Taken 

Respondents did have access to the various instructional 

platforms (i.e., traditional face-to-face lectures; hybrid face-

to-face and online lectures; online; or, all of the above. Six-

ty-four percent (N=7) of the respondents indicated having 

had the traditional lecture platform; 46% (N=5) had the hy-

brid platform; and 0% (N=0) indicated expose to complete 

online courses only; however, 18% (N=2) specified expo-

sure to all platforms (see Figure 1). 

 

Furthermore, respondents were asked about utilization of 

technological course materials (e.g., power point presenta-

tions, course readings, or links to subject-related links to 

websites). Again, respondents indicated varying exposure 

and utilization of these course materials. Regarding the fre-

quency of utilization of technological course, nine respond-

ents replied, while two omitted this question. Eleven percent 

(N=1) indicated two to three times a semester; 0% (N=0) 

indicated once a month; 11% (N=1) indicated two to three 

times a month; 22% (N=2) indicated one time a week; and, 

56% (N=5) indicated two to three times a week (see Figure 

2). 

Figure 1. Platform for Instruction 

Figure 2. Use of Technological Course Materials 

 

Student Attitudes 

 

When asked about their attitudes towards technology, 

Technology Education, and courses taken, nine of the 11 

respondents completed these questions and two omitted 

these questions. This served as the premise for research 

question #2. When asked if the Technology Education 

courses taken had influenced their understanding of technol-

ogy and Technology Education, all nine said yes and ex-

plained how the courses influenced them with the following 

comments: 

Nationality Number (N) Percentage (%) 

South African 3 27% 

American 8 73% 

Total  11 

100%  

(of 46% response rate) 

Nationality Number (N) Percentage (%) 

Graduate 3 27% 

Undergraduate 8 73% 

Total  11 

100%  

(of 46% response rate) 

Number of Courses Number (N) Percentage 

1 Course 3 27% 

2 Courses 4 37% 

3 Courses 0 0% 

4 Courses 1 09% 

5 < Courses 3 27% 
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• Exposure to different contents of technology from 

other counties. 

• I have learned about the design process and how to 

engage with articles in technology among many other 

things. 

• I have become more aware of products, wastage, 

architecture, structures, use and manufacture of mate-

rials. 

• I had no previous training in teaching, and I had very 

little understanding of what Technology Education 

entailed. 

• Everyone Professor X teaches…this professor gives a 

clear understanding. 

• Computer Servicing Lab taught me how to install 

operating systems onto PC's, how to remove viruses, 

how to clean out the system, and how to diagnose 

and repair computer problems for my PC. 

• I now know that there is a difference in the two. I 

understand my field a bit more and I'm more excited 

about completion of the program. 

 

Career Aspirations 

 

Students were asked about their career aspirations and if 

their experience in Technology Education had guided their 

aspirations. The students were asked if the Technology Edu-

cation programs were preparing them for pursuits. This was 

the premise of research question #3. Again, nine responded 

and two omitted these questions. Two of the nine respond-

ents stated that they desired to pursue doctoral degrees and 

four indicated an interest in becoming professors or instruc-

tors.  

 

The remaining respondents stated the following: 

• To become a computer science professor, business 

owner, and minister. Currently, I teach music to the 

adult and children choir and I produce music for 

birthdays, personal use, churches, and weddings. 

Yes, the Technology Ed. program is preparing me to 

become a prospective professor in the computer sci-

ence field. 

• I aspire to grow and excel in my current work envi-

ronment. I do believe the program will help me to 

achieve my goals. 

• To be in technology, because I love technology—it’s 

nothing like it! 

 

When asked if their career goals had changed since enrol-

ling in the Technology Education programs, five indicated 

that their career goals had not changed, because they were 

currently in technology disciplines or utilizing technology in 

their daily work tasks. Four respondents yes and provided 

the following explanations: 

• I hope to become a full time lecturer in the future. 
• I’m looking for more jobs in Technology Education 
• I am more focused, and I know the possibilities that I 

have. I’m ready to finish the program and jump into 

my career. 
• My perception has been shaped for good. 
 
Lastly, respondents were asked if their career aspirations 

had changed since enrollment. Four respondents said no and 

listed the following reasons: 

• No. 

• I am still pursuing my dreams. 

• I still want to lecture Interior Design, but learning 

about Technology Education has made me think 

about the possibilities of teaching yonder children 

rather than only at a tertiary institution. 

• My passion has been the same since my sophomore 

year in college. 

 

Five respondents said yes and listed the following rea-

sons: 

• Yes, for good. 

• As above, I would like to study further in the field. 

• Same as above, I would like to be a lecturer in the 

future. 

• I’m looking for more jobs in Technology Education. 

• I am more focused, and I know the possibilities that I 

have. I’m ready to finish the program and jump into 

my career. 

 

Discussion 

  

This study revealed findings that will encourage more in-

depth evaluation of Technology Education programs and 

course enhancement in the JSU and UKZN programs. Ac-

cording to Boser et al. [19], it is reasonable that students 

having a positive experience in a Technology Education 

program will develop a positive attitude towards technolo-

gy. The authors further contended that such positive experi-

ences would cause students to pursue technological careers 

and become more interested in studying about technology. 

By participating in Technology Education programs, stu-

dents will become more technology literate. Alexious-Ray 

[20] affirmed that attitudes toward technology use within 

the school setting are important. This study revealed that all 

respondents exhibited a positive attitude toward their re-

spective Technology Education programs and the use of 

technology. They further suggested that the utilization of 

technological course materials encouraged more interactive 

collaboration between students and teachers. In addition, it 

provides a basis for different teaching and learning styles 

that are offered by increased technology usage. The findings 

from this study revealed that all respondents used techno-
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logical course materials; however, 56% indicated that they 

used technological course materials two to three times a 

week. One respondent stated that his Technology Education 

professor made the subject matter clear and easy to under-

stand. Regarding teaching and learning styles identified in 

this study, all respondents indicated having had experiences 

with all forms for instructional platforms (i.e., traditional, 

hybrid, online, and all types listed). Seven respondents indi-

cated having had a traditional lecture platform; five had the 

hybrid platform; and, none indicated exposure to complete 

online courses only; two students, however, did specify ex-

posure to all platforms of instruction.   
 

Considering career aspirations, the findings revealed that 

two students wanted to pursue a doctoral degree. Other re-

sponses acknowledged that all students wanted to incorpo-

rate technology in diverse career fields—from education to 

ministry. Therefore, technology serves as a major part of the 

students’ educational and career aspirations, and Technolo-

gy Education has helped to further cultivate their knowledge 

of this application. 

 

Conclusion 

 

This study examined the attitudes and career aspirations 

of Technology Education degree program students. This 

study also identified how Technology Education students 

viewed their academic programs, based on their experiences 

with courses, instructional platforms, and technology usage. 

Furthermore, students were asked to describe their career 

aspirations and indicate if their respective Technology Edu-

cation programs were preparing them in their career aspira-

tions. According to Buck et al. [21] technology is being 

integrated into every subject area, and proper training must 

be relayed to students in order to encourage globalization 

and mobility. Staying abreast of the latest technologies and 

trends is essential for preparing students for further academ-

ic pursuits and the contemporary workforce. Technology 

Education serves as this medium. Technology Education 

builds on technological literacy; however, technology has 

transcended to global arenas with an increased need for in-

ternational academic program development.  

 

The review of a Technology Education graduate course at 

JSU and an undergraduate course at UKZN will help to pro-

mote more research and enhanced Technology Education 

program development. Since technology is needed in every 

arena and on every academic level, there is a need for more 

competent educators to facilitate Technology Education. 

Most students indicated that they wished to become an in-

structor or professor; this will assist in keeping the legacy of 

Technology Education on-going with the incorporation of 

global mobility and collaborations. 

Recommendation for Further 

Research 

 

Further research should be conducted to include the over-

all enrollment in the Graduate Technology Education pro-

gram at Jackson State University and the undergraduate 

Technology Education program at the University of Kwa-

Zulu Natal. This will assist in securing more information 

regarding the attitudes and aspirations of the larger popula-

tions. In addition, the larger populations will help in making 

a meaningful comparison and contrast of the JSU Technolo-

gy Education graduate and the UKZN undergraduate stu-

dents, which will render continued program improvements. 

Further studies should include questions investigating why 

U.S. and South African students have different experiences 

in Technology Education programs and how their careers 

might differ after program completion. In addition, gender 

studies should be done in order to determine why there is a 

higher proportion of one gender entering Technology Edu-

cation programs. 
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Abstract 

 

The purpose of this study was to increase student 

knowledge about passive-device electronics. This study 

aimed at comparing student achievement resulting from 

learning electronics concepts by computer simulation with 

traditional laboratory instruction. A statistical analysis was 

performed on the results from a questionnaire given to two 

groups of students. Each group was exposed to the same 

method that covered electronic topics. The questionnaire 

was made up of multiple-choice questions and given to the 

participants. Findings from several questions yielded 

α=0.05. The results revealed that computer simulation 

should be applied to complex topics; however, this learning 

process should begin with beginning courses. Also, it was 

concluded that more time is needed for students lacking 

computer literacy. Overall, using computer simulation in 

electronics education and related areas is recommended. 

 

Introduction 

 

In recent years, large numbers of computers have infiltrat-

ed the educational system and have been crucial for meeting 

many instructional needs. As a result of this infiltration, it 

has become necessary to evaluate how effective computer 

simulation is as an instructional method or strategy. Much 

research has been focused on the effect of computer simula-

tion on many areas. However, with regards to education, 

there is no consensus as to whether computer simulation 

should be implemented in the classroom. Perhaps because 

of this uncertainty about the use of computer simulation, 

especially in entry-level courses, more specialized studies 

should be conducted. 

 

There is evidence that many industries are using computer 

simulation. Large corporations such as IBM, Apple, and 

DEC have already experienced the advantage of design with 

computer simulation. Many companies have adopted the 

simulation procedure. The complexity of electronic circuitry 

has made computer simulation a necessity in modern elec-

tronics industries. In fact, several universities such as the 

Massachusetts Institute of Technology, the University of 

California at Berkeley, and Iowa State University are using 

computer simulation as a tool for designing electronic cir-

cuitry. 

 

Despite the fact that studies have been conducted on com-

puter simulation, the effectiveness of it varies from popula-

tion to population and study to study; therefore, more stud-

ies with specific populations are needed. This research study 

compared two groups of students who were exposed to 

computer simulation at two different institutions—Iowa 

State University and the University of Hartford. The central 

purpose of this study was to determine whether computer 

simulation should be applied in classes covering the begin-

ning level of electronics in order to achieve higher student 

achievement scores and mastery of skills. 

 

Statement of the Problem 

 

This study was designed to evaluate and compare the ef-

fectiveness of computer simulation techniques in teaching 

basic electronic circuitry versus the traditional method in-

volving passive components (resistors, capacitors, induc-

tors, etc.) to freshmen college students. The objectives of 

this study were: 

• Compare the level of achievement between a group 

of college students who learned basic electronics 

circuitry (passive components) using laboratory ex-

periments and a second group of college students 

who learned the same concepts using laboratory ex-

periments and computer simulation. 

• Determine the effectiveness of using computer simu-

lation as opposed to using traditional laboratory ex-

periments employing passive electronic circuitry. 

• Assess the instructional methods and their effective-

ness in teaching passive electronic circuitry. 

• Evaluate the effectiveness of each instructional meth-

od by analyzing the results of post tests given at the 

end of each topic. 

• Assess the effectiveness of each instructional method 

by analyzing the results of the tests given in the mid-

dle and at the end of each topic covered in the course. 
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• Evaluate the effectiveness of instructional methods 

by analyzing the results of difficult items in all post-

tests. 

 

The students participating in this study were enrolled in 

the spring and fall semesters of 1992. The control and ex-

perimental groups were enrolled in the fall of 2011. In each 

case, the same software—albeit a different version—was 

used. This study was limited to the topics listed below dur-

ing the thirty weeks of the experiment: 

1. Ohm's law and power 

2. Series circuits 

3. Parallel circuits 

4. Series-parallel (combination) circuits 

5. Alternating current and voltages 

6. Capacitors 

7. Inductors 

8. Transformers 

9. Frequency Response of RC circuits 

10. Frequency Response of RL circuits 

11. Frequency Response of RLC circuits 

12. Pulse response of RC and RL circuits 

 

Literature Review 

 

Science, Technology, Engineering, and Mathematics 

(STEM) programs have been studied to identify the risk and 

the task force (i.e., Technology, Performance, and Class 

preparation) [1]. Wilson [2] studied a method of data collec-

tion called a focus group. This method is suitable for market 

research because it can identify focus groups and the way 

they can be used. Also, some of the practical and theoretical 

implications for incorporating focus groups in the design of 

educational research projects, paying particular attention to 

issues of data generation, were discussed. Considering tech-

nical and transparency aspects in STEM programs, a fuzzy 

complexity model for educational programs was developed 

[3]. 

 

Distance learning has become an essential part of the edu-

cational system, especially in higher education institutions 

where students are attempting to complete undergraduate 

and graduate programs. Competing responsibilities like 

work, family, military station, illness, or anything else that 

interferes with traditional education make distance learning 

a popular mode of instruction [4]. Working on a learning 

task through the use of a computer or computer software 

can be an effective stimulus for learning [5]. However, edu-

cators feel that an indispensable part of distance learning is 

the interaction it engages students to participate in [6]. 

 

The use of computer simulations can be an excellent way 

to provide students with interactive practice [7]. Computer-

based learning (CBL) can be effective when the program 

uses guided discovery versus unguided discovery. Veenman 

et al. [8] showed that students using guided discovery pro-

grams have better working methods and better scores on 

qualitative posttests of the material. Also, in order to be 

effective, CBL must be more than just button clicking; there 

has to be an element of reasoning, creativity, and construc-

tion in order to keep the learning focused and the students 

interested [9]. 

 

While software simulations are not meant to entirely re-

place lectures, they can offer a variety of benefits [10]. 

When the software is designed appropriately, students often 

experience an increase in comprehension and retention of 

the material, as well as an ease of use, learning, and a posi-

tive attitude towards the computer teaching tool [11], [12]. 

A study examining the difficulties that the Department of 

Mathematics and Computing at Central Queensland Univer-

sity faced when providing distance education to its students 

outlined five places where problems can manifest and at-

tempted to solve them. These five areas were the character-

istics of students, academics, the institution, the tools used 

to convey learning materials, and the subject of computing. 

Results showed that with a little flexibility from all parties, 

a lot of these problems can be remedied [13]. CBL can be 

an effective way to teach material to the deaf and hard-of 

hearing as well. Studies show high satisfaction, ease of use, 

and comprehension [14]. CBL can also significantly reduce 

time spent learning the material without affecting learning, 

which can benefit both students and educators [15]. Further-

more, CBL can also expose students to situations that would 

otherwise be too expensive or possibly harmful to allow 

without computer simulation [16], [17]. 

 

CBL’s effectiveness and benefits to students and staff are 

excellent reasons to continue to experiment with computer 

software as a teaching tool. PSpice is a program used within 

engineering departments to help students learn better. Stu-

dents from a class in 2010-2011 and from a class in 2012 

used the software throughout the course and then completed 

a questionnaire about their learning experience. The purpose 

of this study was to determine the students’ attitudes toward 

PSpice’s effectiveness, ease of use, and attractiveness in 

relation to learning material. 

 

Significant research has been conducted to date employ-

ing computer simulation; however, more studies need to be 

conducted in order to clarify the effect of computer simula-

tion in teaching diverse subjects in a variety of learning situ-

ations. This is true especially in beginning-level courses 

taught in colleges and universities. It should also be noted 

that the majority of research has been conducted over short 

periods of time—two to eight weeks. Not many studies have 



——————————————————————————————————————————————–———— 

 

been conducted over a longer period of time. This topic of 

computer simulation has been identified as being of signifi-

cance to teachers in providing them with the skills and 

knowledge necessary to effectively teach lessons in fresh-

man electronic courses in college and universities. 

  

Data Analysis 
 

This study was designed to compare student achievement 

resulting from learning electronics concepts by computer 

simulation. Two groups of college students participated in 

this study over an academic semester. Each group received 

lectures and laboratory instruction for each topic. The re-

sults reveal that computer simulation should be applied to 

complex topics; however, this learning process should begin 

with beginning courses. Also, it can be concluded that stu-

dents lacking computer knowledge need more time. Overall, 

using computer simulation in industrial/electronics technol-

ogy and related areas is recommended. 

 

Besides the demographics, the following questionnaire 

was given to the two groups of students: 

10. Working with PSpice was challenging.  

11. I understood the assignments related to PSpice.  

12. I felt alone and isolated when working with PSpice.  

13. I was usually attempting get the PSpice assignments 

done rather than trying to learn the materials.  

14. PSpice software should be used on all electronic 

courses taught in college/university classes.  

15. PSpice software could be used more effectively to 

facilitate the learning process.  

16. PSpice software made electronics more interesting.  

17. I spent more time trying to learn how to operate the 

hardware (computer) rather than understanding the 

materials.  

18. I performed better when I worked individually on 

PSpice assignments.  

19. Assignments were too mechanical using PSpice.  

20. PSpice gave me a better graphical understanding of 

the waveforms (transit analysis using the probe).  

21. Working with PSpice was too time consuming.  

22. Additional instruction is needed on how to operate 

PSpice.  

23. PSpice should be used in:  

24. Using PSpice is a waste of time on elementary cir-

cuits.  

25. Using the PSpice is beneficial on more complicated 

circuits.  

26. Using PSpice distracted me from concentrating on 

the materials covered in the course.  

27. The personnel monitoring the computer laboratory 

were helpful to assist my questions about PSpice.  

28. The computer laboratory equipment (computers, 

printer, software) were working all the time.  

29. PSpice helped me comprehend the information 

quicker.  

30. Using the PSpice software was frustrating.  

31.   Generally feel frustrated when working with com-

puters.  

32. Considering the amount of time I spent on PSpice I 

feel satisfied with what I have learned.  

33. In my view, learning electronics using PSpice is 

superior to regular laboratory instruction.  

34. Using PSpice makes the instruction less personal. 

35. I do not believe electronics should be covered in this 

department. 

 

These conclusions are based on an independent T-Test 

that was used to compare the average response to each ques-

tion between the two classes. Data indicated that the differ-

ences between classes in response to Questions 19 (p=0.01), 

24 (p=0.046), and 27 (p=0.007) were significant; no other 

questions showed significant differences between classes.  
 

Table 1. Comparisons between Class EL111 and the Class of 

1993 Questionnaires 

*indicate significant values 

 EL111 2010—2012   

Question Mean SD Mean SD t p 

Q10 3.20 1.30 3.67 0.96 -0.95 0.35 

Q11 3.00 1.58 2.63 1.18 0.61 0.55 

Q12 3.00 1.58 3.00 1.11 0.00 1.00 

Q13 3.40 0.55 3.26 1.18 0.43 0.68 

Q14 2.80 1.64 2.63 1.25 0.27 0.79 

Q15 3.80 0.84 4.00 0.83 -0.49 0.63 

Q16 3.00 1.58 2.93 1.14 0.13 0.90 

Q17 2.80 0.84 3.11 1.22 -0.54 0.59 

Q18 3.00 1.23 2.15 1.06 1.61 0.12 

Q19 3.40 0.89 2.41 0.75 2.65 0.01* 

Q20 3.00 1.41 3.33 1.30 -0.52 0.61 

Q21 3.60 1.14 3.52 1.22 0.14 0.89 

Q22 3.40 1.52 4.07 1.07 -1.21 0.23 

Q23 3.40 1.51 2.78 1.22 1.01 0.32 

Q24 3.40 0.89 2.33 1.07 2.08 .046* 

Q25 4.20 0.45 3.81 1.04 0.81 0.43 

Q26 2.80 1.03 3.11 0.97 -0.62 0.54 

Q27 3.40 1.34 2.07 0.87 2.87 .007* 

Q28 2.80 0.83 2.52 1.25 0.48 0.64 

Q29 3.40 1.14 2.96 1.05 0.84 0.41 

Q30 3.00 1.82 3.74 0.98 -0.80 0.48 

Q31 3.00 1.41 1.96 0.71 1.60 0.18 

Q32 2.40 1.14 2.74 1.16 -0.60 0.55 

Q33 3.00 1.58 2.07 1.11 1.61 0.12 

Q34 3.00 1.23 3.00 0.83 0.00 1.00 

Q35 2.80 0.84 1.89 0.97 1.96 0.06 
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Figure 1. Comparison between Responses of EL111 and the 

Class of 1993 

 

Conclusion  
 

This study was designed to compare student achievement 

resulting from learning electronics concepts by computer 

simulation. The purpose of this study was to enhance stu-

dent knowledge about the passive-device electronics circuit-

ry. Two groups of college students participated in this study 

over an academic semester. The majority of research indi-

cates that computer simulation enhances student knowledge 

of the subject matter. Each group received lectures and la-

boratory instruction for each topic. Findings indicated that 

there were some significant differences between the two 

groups. 

 

The results of this study revealed that computer simula-

tion should be applied to complex circuits, and these circuits 

should include the topics typically covered in Electronics I 

and II courses in an Electrical Engineering degree curricu-

lum. However, this learning process should begin with be-

ginning courses such as Circuits I and II. This study also 

concluded that more time is needed for students who do not 

have computer literacy. Overall findings were in favor of 

using computer simulation in electrical and electronic cours-

es and related areas. 
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A MEANINGFUL LEARNING ACTIVITY 
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Abstract 
 

Many engineering and technology programs are struc-

tured to allow students to take fundamental math and sci-

ence classes before core classes in their programs, with the 

result that all too often students fail to make the connections 

between theory and actual application. If these connections 

are not made early in a student’s program of study, students 

may leave programs that they were otherwise well suited 

for. This case study provides information about a project 

dealing with the heat treatment of steel, based on the princi-

ples of meaningful learning that was successfully imple-

mented in an introductory materials class. Details of this 

study provided here should allow the project to be modified 

to suite a variety of technology program areas.  

 

Introduction  
 

All too frequently, engineering and technology programs 

tend to be structured in a way that fundamental principles 

are covered before applications. In other words, the first 

year is composed of basic mathematics and science classes 

[1], which often are taught outside the engineering depart-

ments [2]. And only in the 2nd and 3rd years do students start 

to get into actual applications. Felder [1] refers to this as the 

“Trust Me” approach to education, where the student is fre-

quently told that the meaning behind the complex math and 

science will eventually become clear as they progress 

through the program. Studies have shown that many 

engineering students perceive their learning environment as 

one that fails to motivate them. Oftentimes, this approach 

results in students feeling as if they are drowning in a sea of 

theory, and a subsequent loss of direction often leads to a 

change of majors.  

 

 For students to achieve success, learning must be more 

meaningfully engaging so that they can see the connection 

between what they are doing and the bigger picture. If these 

connections are not made, then students often see only indi-

vidual pieces of a puzzle but not the “big picture.” Though 

good pedagogy alone is not a replacement for lack of con-

tent, it is equally as important to consider that a lack of ped-

agogy can have a negative impact on learning. In the end, a 

high-quality learning environment demands attention to 

content, while also studying how people learn.  

Creating activities that engage students while maintaining 

their interest is a challenge that all educators face at some 

point in their careers. However, the benefits of planned, 

purposeful activities are that students are provided with rich, 

meaningful learning experiences. The term meaningful 

learning, as used by Jonassen [3], suggests that in order for 

students to learn meaningfully, they must first want to en-

gage in a meaningful task. According to Jonassen, meaning-

ful learning occurs when learners are active, constructive, 

intentional, and cooperative, while working on authentic 

tasks. Therefore, creating projects that students will want to 

do on their own, instead of one they are forced to do, may 

be the gateway to meaningful student learning.  

 

Need for an Activity 

  

Metallurgy is a complex, technical field that can quickly 

become confusing to students taking introductory classes. 

The activity described in this study, referred to as the Metal-

lurgical Challenge, was not designed to serve as a complete 

treatise on the subject of metallurgy, and was; in fact, only 

one component of an introductory industrial materials 

course that covered many other types of materials. It was 

the intent that students participating in this activity would 

discover, through experiential learning, the basic elements 

of heat treating carbon steels and this knowledge, perhaps 

coupled with the excitement of self-discovery, would allow 

a better grasp of more complex theories presented later in 

same course, or for more advanced courses in the future.. 

 

The activities for the Metallurgical Challenge are present-

ed in three stages with each stage building on the previous. 

Throughout the activity, individual stages were deliberately 

presented using somewhat ambiguous terms in order to fos-

ter a true experiential learning experience which required a 

substantial amount of research and teamwork in order to 

complete the problems. In addition, for each of the stages, 

students were required to reflect on what they did using a 

variety of means.  

 

Importance of Steel 
 

While it would not be appropriate to state that one metal 

is more important than another, it is safe to assume that steel 

is by far the most widely used alloy. Steel is used in almost 
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every aspect of our lives from the cars that we drive to the 

buildings that we work in. In 2014, steel mills around the 

world have a production capacity of about 1.8 billion tons, 

with some estimates showing that by 2016 additional mills 

will increase the capacity by 350 million tons [4]. The popu-

larity of steel as an engineering material cannot be over-

looked, and understanding the basic properties of steel is an 

important part of any engineering or technology curriculum.  

 

Principles of Heat Treatment  
 

Medium- and high-carbon steels can both be heat treated 

to make them either harder or softer using century-old meth-

ods [5]. Understanding how the processes work requires a 

basic understanding of the properties of steel, which is com-

posed of basically two elements: iron and carbon [6]. Other 

elements may be present, but for the purposes of this activi-

ty they can be overlooked. As the carbon content in steel 

increases to about .60%, so does the ability to harden the 

material [6]. Figure 1 illustrates this concept. Therefore, if 

too much carbon is present, the material becomes very hard 

and brittle; as the percentage of carbon decreases, so too 

does its ability to respond to heat treatment.  

Figure 1. Approximate Impact of Carbon Percentage on  

Hardness of Carbon Steel in Both Martensitic and Pearlitic 

Conditions [6] 

 

Thermal Processing 

 

At room temperature, most common steels are composed 

of a mixture of both cementite and ferrite. Cementite is es-

sentially iron carbide, and ferrite is basically iron. When 

steel is heated to approximately 1350 °F, the cementite dis-

solves in the matrix and a phase change occurs, which is 

referred to as austenite. A phase is a portion of a particular 

alloy which can be chemically, crystallographically, or 

physically homogenous throughout [7]. If the material is 

rapidly cooled, the material produced will have extremely 

good wear resistance due to its hardness, but it will also be 

extremely brittle and can be easily broken. 

 

 In order to remove some of this brittleness while making 

the steel tougher, a process called tempering is performed. 

Tempering involves heating the steel sufficiently to convert 

some of the martensite to the softer, more ductile, pearlite. 

The degree to which steel is heated will determine how 

much martensite is converted back to pearlite and, in this 

manner, steel can be tailored to suit a wide variety of appli-

cations such as a spring, which requires a balance between 

the two extremes [8].  

 

The Iron-Carbon diagram in Figure 2 graphically illus-

trates the transformation temperature and how it relates to 

carbon content. The transformation temperature is also the 

point at which the carbon steel takes an inner form referred 

to as austenite—a non-magnetic form of iron which has the 

ability to dissolve carbon and other alloying elements.  

Figure 2. Iron-carbon Phase Diagram 

 

In examining the Iron-Carbon diagram illustrated in Fig-

ure 2, the eutectoid point occurs where the upper transfor-

mation temperature line, the lower transformation tempera-

ture line, and the 0.8% carbon pearlitic lines converge. On 

either side of the eutectoid point are two black triangular 

areas that represent the temperature transfer range. As the 

heat rises, the existing low-temperature structure represent-

ed by ferrite, pearlite, cementite, or martensite is trans-

formed to austenite. As the temperature drops, the austenite 

is transformed into martensite, ferrite, pearlite, or cementite. 
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Which structure the metal takes is dependent on the speed 

of the cooling process [9].  

 

The Activity  
 

The individual stages for the Metallurgical Challenge are 

presented below in chronological order. Following each 

stage in the activity is a general explanation regarding as-

pects that were covered and lessons that were learned. The 

specific learning objectives for this activity were to: 

• apply the principles of material science in the solu-

tion of technical problems involving ferrous materi-

als;  

• describe the phases and changes that occur during 

various heat treatment processes based on an analysis 

of photographic documentation and other physical 

evidence; and, 

• explain the relationship between heat treatment and 

mechanical properties in a reflective report. 

 

Stage 1 

 

1. Select a piece of ½” x .062 rectangular mild steel bar 

stock and cut to a length of 5”. 

2. Process the steel strip so that your file will cut a 

notch about 1/8” deep into one edge, but not the op-

posing one (see diagram).  

3. Process the strip so that the following can be per-

formed: 

a. A file will no longer cut into the strip at any 

point along its length on either side. 

b. When secured in a vise with one inch exposed on 

the opposite end from where you had previously 

notched the strip with your file, a sharp blow 

from a hammer will result in a clean fracture. 

 

Importance of Carbon 

 

The use of mild steel, in lieu of high-carbon steel, was the 

main hurdle that students needed to overcome. The im-

portance of carbon content was a concept that was stressed 

in previous activities and students were aware that the mild 

steel that was provided to them would not respond well to 

conventional heat treatment. Though they previously stud-

ied the relationship that carbon plays in the ability of steel to 

respond to heat treatment, having to heat treat a piece of 

steel that lacked a suitable amount of carbon posed an inter-

esting challenge for them.  

 

Many students looked to the Internet and various forums 

to arrive at possible solutions. One student group discovered 

a process for hardening mild steel that involved a complicat-

ed brine solution referred to as a super quench; this was 

attempted, but proved ineffective. Other students decided to 

use a process called case-hardening that works by adding 

carbon to the surface of the steel. This was attempted using 

powdered wood and bone charcoal packed around the part 

in steel crucibles inverted on a steel carrier, similar to the 

one illustrated in Figures 3 and 4. This method proved ef-

fective for hardening the surface of the steel, but it was 

found that when attempting to fracture the steel in step 3(b), 

the steel would simply bend without breaking.  

Figure 3. Crucible for Carburizing Parts in Stage 1 

Figure 4. Sparks Fly as the Lathe Cutter is Quenched in Stage 

2 

 

Despite this setback, some students recognized that they 

were on the right path, even though the carbon that was add-

ed to the part did not penetrate very deeply. Further research 

showed that higher temperatures and longer soak times 

would increase the depth of carbon penetration, so this was 

attempted. One interesting method that was discovered uti-
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lized crucibles, such as the one shown in Figure 3, to strate-

gically place several of these in the furnace at the same 

time, as shown in Figures 5 and 6. Various temperatures 

were used, with most eventually setting at 1650 °F. As the 

material was heated in the furnace, the individual crucibles 

were removed at different times and the test strips hardened, 

as shown in Figure 5. After a sufficient amount of time had 

passed, approximately 5½ hours, the test strips were break-

ing cleanly, as shown in Figure 7. The successful test breaks 

generally occurred with the samples being in the furnace at 

the aforementioned temperature for around 5½ hours. One 

student later found a table similar to the one shown in Fig-

ure 8 that illustrated case depths at different time and tem-

perature sequences. Some students mentioned that it would 

have saved a lot of time if they had found the chart earlier, 

but they all seemed proud of the fact that the data on the 

chart validated what they found through experimentation. 

Figure 5. Technology Students Heat Treating a Spring in  

Stage 1 

Figure 6. Technology Student Placing Crucible Containing the 

Lathe Cutter in the Furnace for Carburizing in Stage 1 

Figure 7. Observing the Fine Grain Structure in the Steel Test 

Strip from Stage 1 

Figure 8. Carburization Rate with Energized Wood Charcoal 

at Differing Temperatures 

 

Tempering 

 

In addition to learning the impact that carbon plays in the 

ability of steel to respond to heat treatment, students also 

learned about the tempering stage. As they observed follow-

ing the quench, the carbon steel pieces became very brittle 

and were easy to fracture. This, they learned in other les-

sons, was due to the sudden cooling that occurred during the 

austenite stage, which changed the molecular structure to 

the very brittle martensite. To remove some of the brittle-

ness required heating the steel just enough to change some 

of the molecular structure to pearlite. By modifying the tem-

perature which controls how much of the martensite is con-

verted to pearlite, students learned that they could control 

the characteristics of the steel to suit their needs. Figure 9 
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shows a student tempering the steel test strip using a hand-

held propane torch as the heat source, with one half of the 

test strip submerged in a pan of water to act as a heat barri-

er. Observations of the temper colors, shown in the finished 

product in Figure 10, allowed accurate control of the tem-

perature. This process is often referred to as differential 

tempering and is commonly used by knife makers to keep a 

very hard cutting edge and a softer, tougher spine, which is 

desirable in knives that are going to see hard use [9]. Finish-

ing this portion of the project required students to become 

very comfortable manipulating the steel so that some parts 

would remain hard while others would be soft enough to 

easily cut with a hand file. 

Figure 9. Technology Student Differentially Tempering Steel 

Strips in Stage 1 

Figure 10. Differentially Heat-treated Test Bar, as Produced in 

Stage 1 

Grain Structure 

 

Observing the grain structure from the point of fracture 

was another important aspect of the Metallurgical Challenge 

project. Observations of the steel specimens between groups 

clearly showed the differences, as can be seen in Figures 7 

and 11. Students were asked to photograph the fracture and, 

since there were several samples from the earlier trial, there 

were sufficient opportunities to observe the differences be-

tween samples. Clearly, some samples exhibited a much 

coarser grain than others. Most of the groups found that 

there was some correlation between length of time and tem-

perature and grain size. This was particularly apparent with 

samples that had been heated at temperatures surpassing 

1800 °F for extended periods of time. The sample shown in 

Figure 10 had been quenched at 1950 °F after four hours in 

the carburizing compound; this sample exhibited a very 

course structure. 

Figure 11. Example of Course Grain Structure in a Test Strip 

from Stage 1 

 

Stage 1 Summary 

 

Many times in education less is more and, in this instance, 

the students clearly seemed to benefit from a situation that 

required more manipulation, experimentation with less de-

tailed instructions, while using the material available at the 

time. Many traditional heat treatment lab activities use steel 

with sufficient carbon content to heat treat; and though more 

convenient for students, finding the correct heat treatment 

for the steel being used involves little more than finding the 

proper heat treatment recipe in a machinists handbook. 

Those who work in industry often find themselves in cir-

cumstances that are not picture-perfect, or ideal, and these 

situations demand a line of thought that is often referred to 



——————————————————————————————————————————————–———— 

 

as “thinking outside the box”. This project provided an au-

thentic representation of this type of experience, which is 

one of the primary tenants of a meaningful learning experi-

ence. 

 

Stage 2  
 

1. Select a piece of ¼” mild steel square stock and cut 

to 2” in length. 

2. Grind a profile appropriate for a right handed lathe 

bit and answer the following questions.  

a. What possible limitations exist when using a 

carbon steel lathe bit as opposed to a high-speed 

steel, or carbide bit? 

b. What are the advantages of a carbon steel lathe 

bit over a high-speed steel, or carbide bit? 

3. Using a piece of .375” diameter mild steel bar stock, 

use a metal lathe to machine out the profile of the 

center punch using the right hand lathe bit created in 

the previous step and provide a response to the fol-

lowing question 

a. What physical properties should a center punch 

that would be used against annealed mild steel 

possess? 

 

In this stage, students were required to manufacture two 

separate tools, a right-hand lathe bit and a center punch. 

This activity builds upon the knowledge gained in stage 1 

and adds the additional challenge of students needing to 

determine the proper heat treatment process to use for a 

specific type of tool. Figure 12 shows a completed right-

hand lathe cutter. Once again, both the lathe bit and the cen-

ter punch were to be made from mild steel and both had 

different functions demanding different heat treat specifica-

tions. 

Figure 12. Lathe Cutter Produced in Stage 2 

Students taking this materials class had already completed 

an introductory manufacturing process class and were com-

fortable using the production processing equipment with 

carbide and high-speed steel tooling. This activity, however, 

presented the added challenge of requiring students to grind 

their own tools, learn about cutting tool geometry, and un-

derstand how to use a heat treatment process for a specified 

application. Students, prior to this activity, had experience 

with carburization. Therefore, it was not surprising that one 

group simply carburized the square steel blanks and at-

tempted to grind them following this process, with the result 

that they ground off most of the carbon layer, effectively 

preventing the tool from being heat treated. A second group 

found that by pre-shaping the bits before the carburizing 

process, they could harden and temper the bits following the 

carburizing stage and complete the final honing operation 

without removing too much material. A third group used a 

deep carburizing process to penetrate the entire cross-

section of the lathe bit. 

  

In the second operation, where students machined out the 

center punch shown in Figures 13–15, most seemed sur-

prised at how well the cutters actually worked. The lathe bit 

that appeared to work the best were those that had a rela-

tively shallow case-hardened surface with no post-

tempering operation. Students who achieved the desired 

outcome correctly reasoned that the softer core of the low-

carbon tool steel would strengthen the cutter to the degree 

that there was little need to soften the cutting edge, which 

would have reduced its wear resistance.  

 

At the other extreme, the groups that attempted to com-

pletely penetrate their blanks with the carbon had more 

problems with tool breakage, if left in a hardened state. 

Many students commented that the cutters actually seemed 

to work better than the high-speed steel and carbide cutters 

that they previously used. This proved true as long as the 

cutter was kept cool either by using coolant or by lowering 

the cutting speed. If the cutter became too hot, it quickly 

softened and wore down rapidly at that point.  

Figure 13. Center Punch Made in Stage 2 
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Figure 14. Technology Students Machining the Center Punch 

in Stage 2 

Figure 15. Machining the Center Punch in Stage 2 

 

The center punch, shown in Figure 16, required a differ-

ent approach than the lathe bit. Students found that simply 

carburizing the tip was not effective because the softer ma-

terial behind the hardened tip would deform easily during 

use, resulting in a bulged appearance behind the tip. Anoth-

er observation that students was made was that it really was 

only desirable to have the tip hardened; the remainder of the 

punch body could be left soft, which was desirable since the 

head was going to be struck with a hammer frequently. 

What was clear, however, is that all of the groups under-

stood the need for more carbon at the tip; once this was real-

ized, the groups used a differential hardening process where 

only the tip was quenched after reaching the critical temper-

ature. Following the hardening operation, students found 

during research that the appropriate temperature for temper-

ing a center punch was 475 °F in two separate one-hour 

cycles. 

Figure 16. Center Punch Created in Stage 2 

 

Stage 2 Summary 

 

One often-heard concern among some in industry is that 

graduates from engineering and technology programs do not 

have enough practical, hands-on knowledge when they 

graduate. John Fuhs, vice president of sales for Swoboda, 

Inc., a subsidiary of a German auto parts provider, men-

tioned the difficulty his company had in finding engineers 

with the necessary hands-on skill set needed to make their 

factory run at peak efficiency. American graduates, they 

were finding, were far more knowledgeable about project 

management; but, when it came to the technical issues, Fuhs 

preferred interns and graduates from engineering programs 

in Germany that taught what Fuhs felt were essential ele-

ments such as tool making [10]. In this current study, stu-

dents who completed the two stages walked away with a 

good general understanding of heat treatment as it applies to 

tool making. The simple processes that they learned about 

first-hand required not only research but also demonstrated 

critical-thinking skills, which seem to be the very traits that 

Mr. Fuhs felt were lacking in the employees that Swoboda 

employed. The basic principles learned in this activity can 

be applied to more complex problems in industry and can 

also serve to provide a better foundation for more complex 

metallurgical problems.  

 

Stage 3 

 

1. Using your activities as a reference, answer the fol-

lowing questions drawing parallels from your lab 

activities and the theoretical principles covered previ-

ously using appropriate metallurgical terminology. 

Be very detailed in this step using both written and 

visual descriptions and include the information from 

the following questions in your response. 
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a. Explain the importance of carbon in the making 

of steel in terms of the difference in solubility of 

carbon.  

b. Explain the phase change between austenite and 

ferrite; between austenite and pearlite, both un-

der equilibrium conditions.  

c. Using a TTT diagram for conventional quench-

ing, trace the transformation of austenite to mar-

tensite; describe martensite in terms of hardness, 

brittleness, ductility, and toughness.  

d. Explain the reasons for tempering martensite and 

how the differences between tempered marten-

site and martensite are achieved.  

e. Explain why fine grain metals are stronger and 

harder than coarse grained metals at or near 

room temperatures.  

f. Explain the need for coarse grain materials for 

high temperature applications.  

g. List three ways that you can refine the grains 

h. Define surface decarburization in terms of atoms 

in the solid state. Give two possibilities for cor-

rective action with a metal that has a decarbu-

rized surface which requires a wear-resistant 

surface.  

 

Conclusion  
 

The activity described here can be varied considerably 

based on the needs of the program and availability of equip-

ment. Steel has been heat treated successfully hundreds of 

years before electric furnaces and accurate pyrometers exist-

ed and can still be done today with some basic equipment. 

For programs lacking a heat treatment oven, it may be desir-

able to modify projects to utilize simple oil hardening car-

bon steels like SAE 1080 or water hardening steel such as 

W1 in place of the mild steel used in the activity described 

above. Both 1080 and W1 are readily available and are in-

expensive. In addition, both types of steel respond very well 

to simple heat treatment methods, something that more 

complex tool steels do not.  

 

One problem that exists with many modern technologies 

is that oftentimes they make a task too easy and may in the 

process remove the requirement for critical thinking. It is 

easy to turn on a modern heat treatment oven and set the 

readout to a specified temperature found in a machinist’s 

handbook, yet much is happening behind the scenes that a 

student will never see. For instance, when performing a heat 

treatment process without the use of sophisticated equip-

ment such as temperature controlled furnaces, the operating 

temperature must be gauged using less technical, but still 

accurate, methods. One common approach is to take ad-

vantage of the fact that when steel nears the austenite phase, 

it suddenly loses its magnetic attraction. This can, of course, 

be verified by using a magnet to test the material as it is 

heated. Once the magnetic attraction has been lost, the steel 

can be observed under low-light conditions and brought up 

one shade of red higher, which will indicate that the critical 

temperature for that specific alloy has been reached. It is 

even possible to witness the phase change, or the restructur-

ing of the molecules, of the material by observing the color 

change under low-light conditions. The part can then be 

quenched in either warm vegetable oil (canola) or water—

depending on the specifications of the steel type.  

 

After the hardening operation has been performed, the 

material can be polished and heated once again with the aid 

of a propane torch. As the material temperature rises, oxide 

layers will build up on the surface and the color of the mate-

rial can be used to assess the desired temperature. This is a 

very simple method; and while it may not yield the precise 

results that modern heat treatment equipment can provide, it 

was a method that was successfully used for most of record-

ed history. This simplified format using traditional process-

es could perhaps provide valuable lessons about heat treat-

ment for high school pre-engineering programs.  

 

Other Possibilities  
 

Just as this activity can be scaled down, it can also be 

readily scaled up. One possibility is to have students take 

the first stage further and attempt to make a spring from 

their test strips. Making a spring can be difficult, even with 

good quality steel of known chemistry. However, the steel 

created in this activity has numerous deficiencies ranging 

from uneven carbon content and distribution to coarse grain 

structure. This would be a great opportunity for students to 

conduct further research on material testing such as the 

Rockwell hardness shown in Figure 17, while also learning 

about methods of grain refinement, which was done in the 

original activity—a successful spring is shown being tested 

in Figure 18.  

 

Programs with access to more sophisticated equipment 

might even wish to further expand on this project by using 

more advanced equipment such as the scanning electron 

microscope (SEM). This can be a remarkable way for stu-

dents to examine the surface structure and chemistry of the 

material. Figure 19 shows the complex surface structure of a 

bone-and-charcoal-colored case-hardened sample produced 

by students and examined under the SEM. 

 

The possibilities listed here are just a few variations that 

can be added to this activity. Resources of the program and 

the ingenuity of the instructors are the only limitations.  
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Figure 17. Student Verifying Rockwell Hardness after Heat 

Treatment 

Figure 18. Testing a Completed Spring 

Figure 19. Image Taken with a Scanning Electron Microscope 

Showing the Surface Structure of a Bone-and-charcoal-colored 

Case-hardened Sample 
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RESULTS OF A SERVICE-LEARNING PROJECT 

THAT SPANNED TWO CLASSES 

——————————————————————————————————————————————–———— 

Tom McDonald, University of Southern Indiana 

Abstract 
 

Service learning occurs when students participate in a 

service activity that meets a community’s need. Service 

learning also provides students with opportunities for learn-

ing in both the classroom and in the real world. Students are 

able to interact with a community partner or sponsor in or-

der to effect change. In this paper, the author discusses a 

service-learning project completed by two separate classes, 

the results of the work by each class, and observations about 

the service-learning process when it involves more than a 

single class. 

 

Introduction 

 

Service learning occurs when students participate in a 

service activity that meets a community’s need [1]. Service 

learning provides students with opportunities for learning in 

both the classroom and in the real world and potentially 

changing their attitudes towards a course or subject [2]. Stu-

dents are able to interact with a community partner or spon-

sor in order to effect change [3]. Presented here is a service-

learning project that was performed at a regional airport in 

southwest Indiana that serves a city of approximately 

100,000, plus the surrounding 50 miles. The airport has ten 

gates and daily serves five national-hub airport locations in 

the United States [4]. The project was undertaken at the 

request of the airport as part of its 3–5 year strategic plan 

for improving customer service. The project was completed 

by six students across two classes taught in the Engineering 

Department at a university in southwest Indiana. One stu-

dent was in both classes and served as the primary contact 

for sharing information between the classes. 

 

A process map divides a manufacturing process into a 

series of indivisible elements. Each element is then de-

scribed with a name, the type of equipment required, per-

sonnel, resources, and time required to complete the ele-

ment [5]. Process mapping develops a model that shows the 

relationship between these elements for a specified output. 

Biazzo [6] stated that one reason for the widespread use of 

process mapping is that it has been recognized that such 

models offer useful, inexpensive descriptions that can help 

improve business processes.  

 

Discrete-event simulation (DES) is the “modeling of sys-

tems in which the state variable changes only at a discrete 

set of points in time” [7]. DES has been used in manufactur-

ing [8], logging [9], chemical processing [10], web-based 

applications [11], and in the airline industry [12]. Discrete-

event simulation uses a computer program to model the 

system of interest. Such programs include Arena®, Pro-

Model®, Excel, and Visio. These software programs, when 

combined with the process map, can be used to analyze and 

simulate the changes suggested for improvement [13]. 

 

Description of the Projects 

 

The service-learning project involved two engineering 

classes, a process improvement class, and a discrete event 

simulation modeling class, performing separate projects 

where one project fed information into the other project. 

The overall goal of the project was to gain an understanding 

of the passenger flow, the amount of time it takes passen-

gers to be processed through the airport, and to improve 

passenger experience. The first project was to determine the 

flow of passengers from the airport parking lot through 

boarding of the plane; and the reverse, from de-boarding the 

plane to leaving the parking lot. The second project was to 

develop a discrete event simulation model of the process 

flow of the passengers. The process maps developed by the 

process improvement class were used to help build the sim-

ulation model of the airport. The simulation model was then 

used to determine a rough estimate of the time it takes pas-

sengers to flow through the airport for both arriving and 

departing flights.  

 

Process Improvement Project 
 

The process improvement project focused on the flow and 

flow times of passengers arriving and departing from the 

airport, as well as baggage processing times. The second 

aspect of this process improvement project was to determine 

how to improve the passenger experience while in the air-

port. This was a concern of the airport, especially in cases 

where there were delays due to weather or unforeseen issues 

that were going to delay the passengers from reaching their 

destinations. While collecting data for the process layouts 

and simulation model, students looked for areas of improve-

ment that would increase customer satisfaction.  
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Airport officials had no empirical data on the time re-

quired for passengers to move through the airport. Accurate 

information of this type is needed to determine the impact 

on passengers if there are issues at check-in, security, or 

plane boarding. A primary concern of the airport was the 

time required to process the baggage for both departing and 

arriving flights. Students made multiple visits to the airport 

to collect data for these processes. 

 

Four process maps were developed corresponding to the 

following: 

1. Passengers arriving for a flight (departure) 

2. Baggage of flights leaving the airport 

3. Passengers arriving via airplane (arrivals) 

4. Baggage of flights arriving at the airport 

 

The processes for each of the process maps developed are 

shown in Table 1. 

 

Table 1. Processes in Each Process Map 

Discrete Event Simulation Project 
 

The simulation model focused on the flow times of pas-

sengers arriving at and departing from the airport. The pro-

cess maps from the process improvement project were used 

to help determine the processes for the simulation model. 

The departure times were collected for the entire process 

that passengers went through from the time they entered the 

parking lot until they boarded the airplane. Passenger arri-

vals by car were categorized into two categories: 1) taxi/

drop-off and 2) short-/long-term parking. 

Data were collected for both categories in order to deter-

mine the arrival times and processing times for the rental 

car area. To determine the interarrival times of customers 

departing from the airport, the total number of passengers 

arriving at the airport was divided by the observation time. 

The processing times for the kiosks, check-in stations, secu-

rity, and baggage processes were determined by entering the 

data into Arena’s ® Input Analyzer. The Input Analyzer 

determines the best-fit statistical distribution. Data for the 

times for each of the processes were entered into Arena® to 

provide a model of passenger flow through the airport. 

 

Parking Lot to Airplane 

 

The check-in times were documented for the two airlines 

serving the airport. The check-in times were recorded for 

times at the Kiosk and noted if the passengers had baggage 

or just carry on. The check-in times were documented the 

same way for passengers that went directly to the check-in 

counter with or without baggage. Times were also included 

for the average amount of time that it would take for a per-

son to walk from the door to each of these areas. 

 

The security times that were recorded included the ID 

check time and screening time. The ID check time was rela-

tively quick. The screening times included the time it took 

passengers to walk through the entire screening process 

until they were finished getting the carry-on baggage 

screened. The carry-on baggage times were documented 

from the time the items were placed onto the conveyor belt 

until the passengers were able to collect their baggage. 

Boarding time was determined by dividing the total time it 

took all passengers to board by the number of passengers 

boarding the plane. 

 

Airplane to Exiting the Airport 
 

The airplane arrived at the gate and then the passengers 

either waited for their carry-on luggage or proceeded to bag-

gage claim. Wait time for both carry-on delivery and bag-

gage claim was a concern for airport management because 

they did not have an estimate of how long that took. After 

retrieving their luggage, passengers then proceeded to either 

the pick-up area or to their cars to exit the airport.  

 

Process Improvement Project Results 

 

The four process maps are shown in Figures 1–4. Figure 1 

details the arrival of passengers to the airport from the park-

ing lot along with their processing through check-in, securi-

ty, and boarding the plane. The process map for how bag-

gage for departing passengers is checked for hazards is 

Process Map Processes 

Departing passengers 

1. Parking or drop off 

2. Entering airport 

3. Flight check-in, including baggage 

4. Processed by security 

Departing baggage 

1. Check baggage 

2. Baggage security scan 

3. Load on baggage cart 

4. Load on airplane 

Arriving passengers 

1. De-boarding the plane 

2. Claiming baggage 

3. Renting car or leaving via personal 

vehicle 

Arriving baggage 

1. Unload carry-on baggage 

2. Place carry-on baggage for pick up 

3. Unload checked baggage 

4. Transport to terminal 

5. Offload at appropriate terminal 
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shown in Figure 2. Figure 3 details the processes for passen-

gers arriving by plane including the collecting of baggage, 

as shown in Figure 4. 

Figure 1. Process Map for Departing Passengers 

Figure 2. Process Map for Checked Baggage 

Figure 3. Process Map for Arriving Passengers 

Figure 4. Process Map for Arriving Baggage 

 

The data collected during the development of Figure 1 

showed that 86% of the passengers park in either short-term 

or long-term parking, and 14% are dropped off at the termi-

nal. Upon entering the airport, 50% check in using the stand

-alone kiosks, and 50% go to the counter to check in. Eighty

-seven percent of the passengers checked their baggage. 

Passengers then proceeded to the security check. Figure 1 

shows that passengers would proceed directly from check-in 

to security. This may not always be the case, but airport 

management was interested in how long it took passengers 

to proceed directly from check-in to security, and this was 

the time used for both the process improvement project and 

the simulation project. At the security checkpoint, passen-

gers went through three processes: ID/boarding pass check, 

baggage scanning, and passenger scanning. The ID/

boarding pass check had to be completed prior to entering 

the queue for the baggage and the passenger scanning pro-

cesses. Baggage scanning and passenger scanning operated 

in parallel with each other. After passing through the securi-

ty check point, passengers waited in the boarding area until 

time to board the airplane.  

 

While passengers were being processed through the secu-

rity checkpoint, any checked baggage was also being pro-

cessed so it could be loaded onto the airplane. Figure 2 

shows the processes required to get checked baggage from 

the airport into the airplane. After checked baggage is col-

lected at check in, it is delivered to the checked baggage 

security scanner. If no hazardous materials are detected, the 

baggage is loaded onto a cart to be delivered to the airplane. 

If a hazardous material is detected, a manual inspection of 

the baggage is conducted. If the manual inspection finds no 

hazardous materials, the baggage is loaded onto a cart to be 

delivered to the airplane. If a hazardous material is detected, 

the baggage is held for security to be collected and removed 

from the airport. 

 

Figure 3 details the processes passengers arriving by 

plane before leaving the airport. Passengers arrive by plane 

and then exit the plane. Passengers are then categorized into 

three categories: 

1. Passengers with checked baggage 

2. Passengers with carry-on baggage 

3. Passengers with no baggage 

 

Passengers with checked baggage proceed to baggage 

claim to wait for delivery of their baggage before proceed-

ing to the parking lot and exiting the airport. Passengers 

with carry-on baggage wait planeside to collect their bag-

gage and then proceed to the parking lot and exiting the 

airport. Passengers with no baggage proceed directly to the 

parking lot and exit the airport. 
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Figure 4 shows the process map for baggage arriving by 

airplane. Baggage must be offloaded from the airplane. If 

baggage is carry-on, it is sent planeside for collection. If the 

baggage is checked, it is loaded onto a cart and proceeds 

into the airport to be loaded onto the appropriate conveyor 

to be carried to passengers in baggage claim. 

 

The last aspect of the project was to develop ideas that 

could improve the passengers’ experience while in the air-

port. The following recommendations were made based on 

an analysis of the current layout of the airport: 

1. Move the check-in terminals for both airlines adja-

cent to each other to reduce distance traveled by pas-

sengers and streamline flow. It also opens up space 

for a potential remodel. 

2. Flight arrival and departure monitors need to be 

moved to high-traffic, visible locations. Increase the 

number of monitors and size of the text on the 

screens. 

3. Place a pass-through window between the bar and 

restaurant with personnel vetted by security on each 

side of the window to serve food to passengers who 

have passed security. 

4. Place a fountain in the middle of the lobby to provide 

a focal point to passengers. 

5. Update carpet and lighting as well as décor. 

 

In the current layout, once passengers have passed 

through security, there is no place to get food. By imple-

menting item 3, food could, at a minimum, be ordered and 

received at a take-out window. It was felt that implementing 

these suggestions would improve the flow and increase cus-

tomer satisfaction with their experience. 

 

Discrete Event Simulation Results 
 

The model was run for 25 replications of 18 hours each 

and statistics were collected for the average time through 

the entire process as well as average processing and queue 

times for each of the workstations. The results of the simu-

lation model for departing passengers showed that the time 

to process passengers from arrival to boarding was, on aver-

age 6.8 minutes, with a maximum time of 24 minutes. The 

longest process was at check-in, accounting for upwards of 

17 minutes of wait time. All other average wait times were 

less than one minute. Passengers arriving by plane without 

checked baggage were able to exit the plane, walk to either 

the drop-off area or parking area, and exit the airport on 

average in 5.5 minutes. Passengers with checked baggage 

exited the airplane, walked to baggage claim, collected their 

checked baggage, made their way to their means of exiting 

the airport, and exited the airport on average in 15.6 

minutes.  

Project Conclusions 
 

This project involved collecting several forms of data 

from a regional airport in southwest Indiana. From these 

data, process maps and two discrete event simulation mod-

els of the airport were created. The airport officials cannot 

address the longer processing times at check-in because the 

airlines control the number of employees at check-in. Anec-

dotal evidence indicated that processing through security 

was an issue. However, the simulation model did not indi-

cate that was the case. This may be due to the fact that the 

security lines did not have any failures when the students 

were collecting data. 

 

Overall Observations 
 

As with many projects, communication is vital. The au-

thor found that communication between the students, both 

within groups and across the groups, was lacking. With a 

single student in both classes, data sharing was minimal 

without the direct intervention of the author. The author 

found that by combining the project across two classes, 

more supervision and forced communication were required 

than if the two projects were treated as separate projects. 

Lack of teamwork training may have also played a role in 

the lack of communication. While the students were all jun-

iors or seniors who had been on teams before, none of them 

had ever had any training on the roles within a team and 

how to work together as a team.  

 

Additionally, the students had a difficult time scoping 

their portion of the project and maintaining the scope that 

they did develop. Lastly, this was also the author’s first at-

tempt at incorporating service learning into a class. In the 

end, the airport was pleased with the results and the work 

completed by the students. However, with better communi-

cation and data collection, the students may have been able 

to include other aspects of the airport, such as the rental car 

area, that were not included in this project. 
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